
Massimo Lauria
Tight Size-Degree Bounds for Sums-of-Squares Proofs

Sums-of-Squares (SOS) is a technique to prove that a real polynomial is positive by showing that it
is representable as a sums of squared polynomials. This has application to inapproximability theory or
propositional theorem proving. In particular it is possible to prove that a CNF is unsatisfiable with a sums-
of-squares proof. If the CNF has n variables and some SOS proof which does only involve polynomials of
degree d, then it is possible to find such proof in time nO(d) using Lasserre semidefinite relaxations.

We exhibit families of 4-CNF formulas over n variables that have sums-of-squares proofs of unsatisfiability
of degree (a.k.a. rank) d but require SOS proofs of size nΩ(d) for values of d = d(n) from constant all the
way up to nδ for some universal constant delta. This shows that the nO(d) running time obtained by using
the Lasserre semidefinite programming relaxations to find degree-d SOS proofs is optimal up to constant
factors in the exponent. We establish this result by combining NP-reductions expressible as low-degree SOS
derivations with the idea of relativizing CNF formulas in [Krajicek ’04] and [Dantchev and Riis ’03], and then
applying a restriction argument as in [Atserias, Mller, and Oliva ’13] and [Atserias, Lauria, and Nordstrom
’14]. This yields a generic method of amplifying SOS degree lower bounds to size lower bounds, and also
generalizes the approach in [ALN14] to obtain size lower bounds for the proof systems resolution, polynomial
calculus, and Sherali-Adams from lower bounds on width, degree, and rank, respectively.

This is joint work with Jakob Nordstrom.

Anupam Prakash
Symmetrizing sum of squares polynomials on the hypercube

We present a proof of a recent theorem due to Blekherman that characterizes the symmetrization of sums
of squares polynomials on the hypercube. We use the theorem to provide a simple proof of Grigoriev’s lower
bound on the degree of Positivestellensatz refutations for the knapsack problem.

James Saunderson
Lieb’s concavity theorem, matrix geometric means, and semidefinite optimization

A celebrated result of Lieb is that the map (A,B) 7→ tr
[
K∗A1−tKBt

]
is jointly concave in the pair (A,B)

of positive definite matrices if K is any fixed m× n matrix and t ∈ [0, 1]. We show that if t = p/q ∈ [0, 1] is
rational then the hypograph of Lieb’s function has an explicit semidefinite description of size O(mn log(q)).
This allows us to give semidefinite formulations for a number of other jointly concave functions arising in
quantum information. Our constructions all follow from a semidefinite formulation of the weighted matrix
geometric mean.

Based on joint work with Hamza Fawzi.

Stephan Weis
A classification of the joint numerical range of three hermitian 3-by-3 matrices

The joint numerical range of three hermitian 3-by-3 matrices is a three-dimensional convex and compact
set equal to a dual spectrahedron, hence it has a positive semidefinite lift. We prove that the convex set
is generically an oval. We divide the non-generic objects into groups with equal numbers of one- and two-
dimensional faces (segments and ellipses) and show that a complete graph is embedded into their union with
one vertex on each face. Eleven numbers are possible, for eight of which we find and illustrate examples. If
time allows I will make further comments on normal cones of dual spectrahedra.

This is joint work with Konrad Szyma?ski and Karol ?yczkowski (Jagiellonian University)

Markus Schweighofer
New results on the exactness of Lasserre relaxations for compact basic closed semialgebraic

sets


