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Learning function relations or understanding structures of data lying in manifolds embedded in huge 
dimensional Euclidean spaces is an important topic in learning theory. In this talk we study the 
approximation and learning by Gaussians of functions defined on a d -dimensional connected compact 
C∞ Riemannian submanifold of nR  which is isometrically imbedded. We show that the convolution with 
the Gaussian kernel with variance σ  provides the uniform approximation order of ( )sO σ  when the 
approximated function is Lipschitz (0,1]s∈ .  The uniform normal neighborhoods of a compact 
Riemannian manifold play a central role in deriving the approximation order. This approximation result 
is used to investigate the regression learning algorithm generated by the multi-kernel least square 
regularization scheme associated with Gaussian kernels with flexible variances. When the regression 
function is Lipschitz s , our learning rate is 2 /(8 4 )(log / )s s dm m +  where m  is the sample size. When the 
manifold dimension d  is smaller than the dimension n  of the underlying Euclidean space, this rate is 
much faster compared with those in the literature. By comparing approximation orders, we also show 
the essential difference between approximation schemes with flexible variances and those with a single 
variance. 


