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## 1 Introduction

Let $X_{1}, X_{2}, \cdots, X_{n}$ be independent random variables with zero means and finite variances. Put

$$
S_{n}=\sum_{i=1}^{n} X_{i} \text { and } B_{n}^{2}=\sum_{i=1}^{n} E X_{i}^{2}
$$

It is well-known that if the Lindeberg condition

$$
\begin{equation*}
\forall \varepsilon>0, \frac{1}{B_{n}^{2}} \sum_{i=1}^{n} E X_{i}^{2} I_{\left\{\left|X_{i}\right|>\varepsilon B_{n}\right\}} \rightarrow 0 \text { as } n \rightarrow \infty \tag{1.1}
\end{equation*}
$$

is satisfied, then

$$
\frac{S_{n}}{B_{n}} \xrightarrow{d .} N(0,1) .
$$

Furthermore, if $E\left|X_{i}\right|^{3}<\infty$, then we have the uniform Berry-Esseen inequality

$$
\begin{equation*}
\sup _{z}\left|P\left(\frac{S_{n}}{B_{n}} \leq z\right)-\Phi(z)\right| \leq C_{0} B_{n}^{-3} \sum_{i=1}^{n} E\left|X_{i}\right|^{3} \tag{1.2}
\end{equation*}
$$

and the non-uniform Berry-Esseen inequality

$$
\begin{equation*}
\forall z \in R^{1},\left|P\left(\frac{S_{n}}{B_{n}} \leq z\right)-\Phi(z)\right| \leq C_{1}(1+|z|)^{-3} B_{n}^{-3} \sum_{i=1}^{n} E\left|X_{i}\right|^{3} \tag{1.3}
\end{equation*}
$$

where $\Phi(z)$ is the standard normal distribution function, and both $C_{0}$ and $C_{1}$ are absolute constants. One can take $C_{0}=0.7975$ [van Beeck (1972)] and $C_{1}=114.7$ for independent random variables [Paditz (1977)] and $C_{1}=30.54$ for i.i.d. random variables [Michel (1988)]. The standard proof of Berry-Esseen inequalities is based on the method of characteristic function or the Fourier transform, which works well for independent random variables although it is already very complicated. A totally new method of normal approximation was introduced by Stein in 1972. Stein's method is striking. It works well not only for independent random variables but also for dependent variables. Stein's ideas can be also applied to many other probability approximations, notably to Poisson, Poisson process, compound Poisson and binomial approximations.

In this tutorial, we shall give an overview of the use of the Stein method for normal approximation. We start with basic results on the Stein equations and their solutions and then prove several classical limit theorems to illustrate the beauty of the Stein method. The focus will be on the ideas behind different approaches such as the concentration inequality approach, induction approach and exchangeable pair approach. We shall present a totally self-contained proof for (1.2) and (1.3) via Stein's method.

## 2 Stein's method

### 2.1 The Stein equation

Let $Z$ be a standard normally distributed random variable and let $\mathcal{C}_{b d}$ be the set of continuous and piecewise continuously differential functions $f: R \rightarrow R$ with $E\left|f^{\prime}(Z)\right|<\infty$. Stein's method rests on the following observation.

Lemma 2.1 Let $W$ be a real valued random variable. Then $W$ has a standard normal distribution it is necessary and sufficient that for all $f \in \mathcal{C}_{b d}$

$$
\begin{equation*}
E f^{\prime}(W)=E W f(W) \tag{2.1}
\end{equation*}
$$

Proof. Necessity. If $W$ has a standard normal distribution, then for $f \in \mathcal{C}_{b d}$

$$
\begin{aligned}
E f^{\prime}(W)= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f^{\prime}(w) e^{-w^{2} / 2} d w \\
= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{0} f^{\prime}(w)\left(\int_{-\infty}^{w}(-x) e^{-x^{2} / 2} d x\right) d w \\
& +\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} f^{\prime}(w)\left(\int_{w}^{\infty} x e^{-x^{2} / 2} d x\right) d w \\
= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{0}\left(\int_{x}^{0} f^{\prime}(w) d w\right)(-x) e^{-x^{2} / 2} d x \\
& +\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty}\left(\int_{0}^{x} f^{\prime}(w) d w\right) x e^{-x^{2} / 2} d x \\
= & \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}[f(x)-f(0)] x e^{-x^{2} / 2} d x \\
= & E W f(W)
\end{aligned}
$$

Sufficiency. For fixed $z \in R^{1}$, let $f(w):=f_{z}(w)$ be the solution of the following equation

$$
\begin{equation*}
f^{\prime}(w)-w f(w)=I_{\{w \leq z\}}-\Phi(z) \tag{2.2}
\end{equation*}
$$

Multiplying by $-e^{-w^{2} / 2}$ on both sides of (2.2) yields

$$
\left(e^{-w^{2} / 2} f(w)\right)^{\prime}=-e^{-w^{2} / 2}\left(I_{\{w \leq z\}}-\Phi(z)\right)
$$

Thus,

$$
f_{z}(w)=e^{w^{2} / 2} \int_{-\infty}^{w}\left[I_{\{x \leq z\}}-\Phi(z)\right] e^{-x^{2} / 2} d x
$$

$$
\begin{align*}
& =-e^{w^{2} / 2} \int_{w}^{\infty}\left[I_{\{x \leq z\}}-\Phi(z)\right] e^{-x^{2} / 2} d x \\
& = \begin{cases}\sqrt{2 \pi} e^{w^{2} / 2} \Phi(w)[1-\Phi(z)] & \text { if } w \leq z, \\
\sqrt{2 \pi} e^{w^{2} / 2} \Phi(z)[1-\Phi(w)] & \text { if } w \geq z .\end{cases} \tag{2.3}
\end{align*}
$$

By Lemma 2.2 below, the solution $f_{z}$ above is a bounded continuous and piecewise continuously differentiable function. Suppose that (2.1) holds for all $f \in \mathcal{C}_{b d}$. Then it holds for $f_{z}$. By (2.2)

$$
0=E\left[f_{z}^{\prime}(W)-W f_{z}(W)\right]=E\left[I_{\{W \leq z\}}-\Phi(z)\right]=P(W \leq z)-\Phi(z) .
$$

Thus, $W$ has a standard normal distribution.
Equation (2.2) is called the Stein equation. In general, for a real valued measurable function $h$ with $E|h(Z)|<\infty$, the Stein equation refers to

$$
\begin{equation*}
f^{\prime}(w)-w f(w)=h(w)-E h(Z) \tag{2.4}
\end{equation*}
$$

Clearly, if $h(w)=I_{\{w \leq z\}}$, (2.4) reduces to (2.2). Similar to (2.3), the solution $f=f_{h}$ is given by

$$
\begin{align*}
f_{h}(w) & =e^{w^{2} / 2} \int_{-\infty}^{w}[h(x)-E h(Z)] e^{-x^{2} / 2} d x \\
& =-e^{w^{2} / 2} \int_{w}^{\infty}[h(x)-E h(Z)] e^{-x^{2} / 2} d x . \tag{2.5}
\end{align*}
$$

### 2.2 Properties of solutions to the Stein equations

In this subsection we study basic properties of solutions to the Stein equations (2.3) and (2.5). First, we consider the solution $f_{z}$ to (2.3).

Lemma 2.2 For the function $f_{z}$ defined by (2.3) we have

$$
\begin{align*}
& w f_{z}(w) \text { is an increasing function of } w,  \tag{2.6}\\
& \left|w f_{z}(w)\right| \leq 1, \quad\left|w f_{z}(w)-u f_{z}(u)\right| \leq 1  \tag{2.7}\\
& \left|f_{z}^{\prime}(w)\right| \leq 1,\left|f_{z}^{\prime}(w)-f_{z}^{\prime}(v)\right| \leq 1  \tag{2.8}\\
& 0<f_{z}(w) \leq \min (\sqrt{2 \pi} / 4,1 /|z|) \tag{2.9}
\end{align*}
$$

and

$$
\begin{equation*}
\left|(w+u) f_{z}(w+u)-(w+v) f_{z}(w+v)\right| \leq(|w|+\sqrt{2 \pi} / 4)(|u|+|v|) \tag{2.10}
\end{equation*}
$$

for all real $w, u$, and $v$.

Proof. Since $f_{z}(w)=f_{-z}(-w)$, we need only consider the case $z \geq 0$. Note that for $w>0$

$$
\int_{w}^{\infty} e^{-x^{2} / 2} d x \leq \int_{w}^{\infty} \frac{x}{w} e^{-x^{2} / 2} d x \leq \frac{e^{-w^{2} / 2}}{w}
$$

which also yields

$$
\left(1+w^{2}\right) \int_{w}^{\infty} e^{-x^{2} / 2} d x \geq w e^{-w^{2} / 2}
$$

by comparing the derivatives of the two functions. Thus

$$
\begin{equation*}
\frac{w e^{-w^{2} / 2}}{\left(1+w^{2}\right) \sqrt{2 \pi}} \leq 1-\Phi(w) \leq \frac{e^{-w^{2} / 2}}{w \sqrt{2 \pi}} \tag{2.11}
\end{equation*}
$$

It follows from (2.3) that

$$
\begin{aligned}
\left(w f_{z}(w)\right)^{\prime} & = \begin{cases}\sqrt{2 \pi}[1-\Phi(z)]\left(\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)+\frac{w}{\sqrt{2 \pi}}\right) & \text { if } w<z \\
\sqrt{2 \pi} \Phi(z)\left(\left(1+w^{2}\right) e^{w^{2} / 2}(1-\Phi(w))-\frac{w}{\sqrt{2 \pi}}\right) & \text { if } w>z\end{cases} \\
& \geq 0
\end{aligned}
$$

by (2.11). This proves (2.6).
In view of the fact that

$$
\begin{equation*}
\lim _{w \rightarrow-\infty} w f_{z}(w)=\Phi(z)-1 \text { and } \lim _{w \rightarrow \infty} w f_{z}(w)=\Phi(z) \tag{2.12}
\end{equation*}
$$

(2.7) follows by (2.6).

By (2.2), we have

$$
\begin{align*}
f_{z}^{\prime}(w) & =w f_{z}(w)+I_{\{w \leq z\}}-\Phi(z) \\
& = \begin{cases}w f_{z}(w)+1-\Phi(z) & \text { for } w<z \\
w f_{z}(w)-\Phi(z) & \text { for } w>z\end{cases} \\
& = \begin{cases}\left(\sqrt{2 \pi} w e^{w^{2} / 2} \Phi(w)+1\right)(1-\Phi(z)) & \text { for } w<z \\
\left(\sqrt{2 \pi} w e^{w^{2} / 2}(1-\Phi(w))-1\right) \Phi(z) & \text { for } w>z\end{cases} \tag{2.13}
\end{align*}
$$

Since $w f_{z}(w)$ is an increasing function of $w$, by (2.11) and (2.12)

$$
\begin{equation*}
0<f_{z}^{\prime}(w) \leq z f_{z}(z)+1-\Phi(z)<1 \text { for } w<z \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
-1<z f_{z}(z)-\Phi(z) \leq f_{z}^{\prime}(w)<0 \text { for } w>z \tag{2.15}
\end{equation*}
$$

Hence for any $w$ and $v$,

$$
\left|f_{z}^{\prime}(w)-f_{z}^{\prime}(v)\right| \leq \max \left(1, z f_{z}(z)+1-\Phi(z)-\left(z f_{z}(z)-\Phi(z)\right)=1 .\right.
$$

This proves (2.8).
Observe that by (2.14) and (2.15), $f_{z}$ attains its maximum at $z$. Thus

$$
\begin{equation*}
0<f_{z}(w) \leq f_{z}(z)=\sqrt{2 \pi} e^{z^{2} / 2} \Phi(z)(1-\Phi(z)) . \tag{2.16}
\end{equation*}
$$

By (2.11), $f_{z}(z) \leq 1 / z$. To finish the proof of (2.9), let

$$
g(z)=\Phi(z)(1-\Phi(z))-e^{-z^{2} / 2} / 4 \text { and } g_{1}(z)=\frac{1}{\sqrt{2 \pi}}+\frac{z}{4}-\frac{2 \Phi(z)}{\sqrt{2 \pi}} .
$$

Observe that $g^{\prime}(z)=e^{-z^{2} / 2} g_{1}(z)$ and

$$
g_{1}^{\prime}(z)=\frac{1}{4}-\frac{1}{\pi} e^{-z^{2}} \begin{cases}<0 & \text { if } 0 \leq z<z_{0} \\ =0 & \text { if } z=z_{0} \\ >0 & \text { if } z>z_{0}\end{cases}
$$

where $z_{0}=(2 \ln (4 / \pi))^{1 / 2}$. Thus, $g_{1}(z)$ is decreasing on $\left[0, z_{0}\right)$ and increasing on $\left(z_{0}, \infty\right)$. Since $g_{1}(0)=0$ and $g_{1}(\infty)=\infty$, there exists $z_{1}>0$ such that $g_{1}(z)<0$ for $0<z<z_{1}$ and $g_{1}(z)>0$ for $z>z_{1}$. Therefore, $g(z)$ attains maximum at either $z=0$ or $z=\infty$, that is

$$
g(z) \leq \max (g(0), g(\infty))=0
$$

which is equivalent to $f_{z}(z) \leq \sqrt{2 \pi} / 4$. This completes the proof of (2.9).
The last inequality (2.10) is a consequence of (2.8) and (2.9) by rewriting $(w+u) f_{z}(w+u)$ $(w+v) f_{z}(w+v)=w\left(f_{z}(w+u)-f_{z}(w+v)\right)+u f_{z}(w+u)-v f_{z}(w+v)$ and using the Taylor expansion.

Next, we discuss the solution $f_{h}$ for bounded absolutely continuous function $h$.

Lemma 2.3 For absolutely continuous function $h: R \rightarrow R$

$$
\begin{gather*}
\sup _{w}\left|f_{h}(w)\right| \leq \min \left(\sqrt{\pi / 2} \sup _{w}|h(w)-E h(Z)|, 2 \sup _{w}\left|h^{\prime}(w)\right|\right),  \tag{2.17}\\
\sup _{w}\left|f_{h}^{\prime}(w)\right| \leq \min \left(2 \sup _{w}|h(w)-E h(Z)|, 4 \sup _{w}\left|h^{\prime}(w)\right|\right) \tag{2.18}
\end{gather*}
$$

and

$$
\begin{equation*}
\sup _{w}\left|f_{h}^{\prime \prime}(w)\right| \leq 2 \sup _{w}\left|h^{\prime}(w)\right| . \tag{2.19}
\end{equation*}
$$

Proof. Let $\tilde{h}(w)=h(w)-E h(Z)$ and put $c_{0}=\sup _{w}|\tilde{h}(w)|, c_{1}=\sup _{w}\left|h^{\prime}(w)\right|$. Since $\tilde{h}$ and $f_{h}$ are unchanged when $h$ is replaced by $h-h(0)$, we may assume that $h(0)=0$. Therefore $|h(t)| \leq c_{1}|t|$ and $|E h(Z)| \leq c_{1} E|Z|=c_{1} \sqrt{2 / \pi}$.

First we verify (2.17). From the definition (2.5) of $f_{h}$, it follows that

$$
\begin{aligned}
\left|f_{h}(w)\right| & \leq \begin{cases}e^{w^{2} / 2} \int_{-\infty}^{w}|\tilde{h}(x)| e^{-x^{2} / 2} d x & \text { if } w \leq 0, \\
e^{w^{2} / 2} \int_{w}^{\infty}|\tilde{h}(x)| e^{-x^{2} / 2} d x & \text { if } w \geq 0\end{cases} \\
& \left.\leq e^{w^{2} / 2} \min \left(c_{0} \int_{|w|}^{\infty} e^{-x^{2} / 2}\right) d x, c_{1} \int_{|w|}^{\infty}(|x|+\sqrt{2 / \pi}) e^{-x^{2} / 2} d x\right) \\
& \leq \min \left(\sqrt{\pi / 2}, 2 c_{1}\right),
\end{aligned}
$$

where in the last inequality we used the fact that

$$
e^{w^{2} / 2} \int_{|w|}^{\infty} e^{-x^{2} / 2} d x \leq \sqrt{\pi / 2} .
$$

Next we prove (2.18). By (2.4), for $w \geq 0$

$$
\begin{aligned}
\left|f_{h}^{\prime}(w)\right| & \leq|h(w)-E h(Z)|+w e^{w^{2} / 2} \int_{w}^{\infty}|h(x)-E h(Z)| e^{-x^{2} / 2} d x \\
& \leq|h(w)-E h(Z)|+c_{0} w e^{w^{2} / 2} \int_{w}^{\infty} e^{-x^{2} / 2} d x \leq 2 c_{0}
\end{aligned}
$$

by (2.11). It follows from (2.5) again that

$$
f^{\prime \prime}(w)-w f^{\prime}(w)-f(w)=h^{\prime}(w)
$$

or equivalently

$$
\left(e^{-w^{2} / 2} f^{\prime}(w)\right)^{\prime}=e^{-w^{2} / 2}\left(f(w)+h^{\prime}(w)\right) .
$$

Therefore

$$
f^{\prime}(w)=-e^{w^{2} / 2} \int_{w}^{\infty}\left(f(x)+h^{\prime}(x)\right) e^{-x^{2} / 2} d x
$$

and by (2.17)

$$
\left|f^{\prime}(w)\right| \leq 3 c_{1} e^{w^{2} / 2} \int_{w}^{\infty} e^{-x^{2} / 2} d x \leq 3 c_{1} \sqrt{\pi / 2} \leq 4 c_{1} .
$$

Thus we have

$$
\sup _{w \geq 0}\left|f^{\prime}(w)\right| \leq \min \left(2 c_{0}, 4 c_{1}\right) .
$$

Similarly, the above bound holds for $\sup _{w \leq 0}\left|f^{\prime}(w)\right|$. This proves (2.18).

Now we prove (2.19). Differentiating (2.4) gives

$$
\begin{align*}
f_{h}^{\prime \prime}(w) & =w f_{h}^{\prime}(w)+f_{h}(w)+h^{\prime}(w) \\
& =\left(1+w^{2}\right) f_{h}(w)+w(h(w)-E h(Z))+h^{\prime}(w) \tag{2.20}
\end{align*}
$$

From

$$
\begin{align*}
& h(x)-E h(Z) \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}[h(x)-h(s)] e^{-s^{2} / 2} d s \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \int_{s}^{x} h^{\prime}(x) d t e^{-s^{2} / 2} d s-\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \int_{x}^{s} h^{\prime}(t) d t e^{-s^{2} / 2} d s \\
& =\int_{-\infty}^{x} h^{\prime}(t) \Phi(t) d t-\int_{x}^{\infty} h^{\prime}(t)(1-\Phi(t)) d t, \tag{2.21}
\end{align*}
$$

it follows that

$$
\begin{align*}
f_{h}(w)= & e^{w^{2} / 2} \int_{-\infty}^{w}[h(x)-E h(Z)] e^{-x^{2} / 2} d x \\
= & e^{w^{2} / 2} \int_{-\infty}^{w}\left(\int_{-\infty}^{x} h^{\prime}(t) \Phi(t) d t-\int_{x}^{\infty} h^{\prime}(t)(1-\Phi(t)) d t\right) e^{-x^{2} / 2} d x \\
= & -\sqrt{2 \pi} e^{w^{2} / 2}(1-\Phi(w)) \int_{-\infty}^{w} h^{\prime}(t) \Phi(t) d t \\
& -\sqrt{2 \pi} e^{w^{2} / 2} \Phi(w) \int_{w}^{\infty} h^{\prime}(t)[1-\Phi(t)] d t . \tag{2.22}
\end{align*}
$$

From (2.20) - (2.22) and (2.11) we obtain

$$
\begin{align*}
\left|f_{h}^{\prime \prime}(w)\right| \leq & \left|h^{\prime}(w)\right|+\left|\left(1+w^{2}\right) f_{h}(w)+w(h(w)-E h(Z))\right| \\
\leq & \left|h^{\prime}(w)\right|+\left|\left(w-\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2}(1-\Phi(w))\right) \int_{-\infty}^{w} h^{\prime}(t) \Phi(t) d t\right| \\
& +\left|\left(-w-\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)\right) \int_{w}^{\infty} h^{\prime}(t)(1-\Phi(t)) d t\right| \\
\leq & \left|h^{\prime}(w)\right|+c_{1}\left(-w+\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2}(1-\Phi(w))\right) \int_{-\infty}^{w} \Phi(t) d t \\
& +c_{1}\left(w+\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)\right) \int_{w}^{\infty}(1-\Phi(t)) d t \\
= & \left|h^{\prime}(w)\right|+c_{1}\left(-w+\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2}(1-\Phi(w))\right)\left(w \Phi(w)+\frac{e^{-w^{2} / 2}}{\sqrt{2 \pi}}\right) \\
& +c_{1}\left(w+\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)\right)\left(-w(1-\Phi(w))+\frac{e^{-w^{2} / 2}}{\sqrt{2 \pi}}\right) \\
= & \left|h^{\prime}(w)\right|+c_{1} \leq 2 c_{1}, \tag{2.23}
\end{align*}
$$

as desired.

### 2.3 The main idea of the Stein approach

The Stein equation(2.4) is the starting point for normal approximations. To illustrate the main idea of this approach, let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0$ for each $1 \leq i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Put

$$
\begin{equation*}
W=\sum_{i=1}^{n} \xi_{i}, W^{(i)}=W-\xi_{i} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{i}(t)=E \xi_{i}\left(I_{\left\{0 \leq t \leq \xi_{i}\right\}}-I_{\left\{\xi_{i} \leq t<0\right\}}\right) . \tag{2.25}
\end{equation*}
$$

It is easy to see that $K_{i}(t) \geq 0$ for all real $t$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} K_{i}(t) d t=E \xi_{i}^{2} \text { and } \int_{-\infty}^{\infty}|t| K_{i}(t) d t=E\left|\xi_{i}\right|^{3} / 2 . \tag{2.26}
\end{equation*}
$$

Let $h$ be a measurable function with $E|h(Z)|<\infty$, and $f=f_{h}$ be the solution of the Stein equation (2.4). Our goal is to estimate

$$
E h(W)-E h(Z)=E f^{\prime}(W)-E W f(W) .
$$

Since $\xi_{i}$ and $W^{(i)}$ are independent and $E \xi_{i}=0$ for each $1 \leq i \leq n$, we have

$$
\begin{align*}
E W f(W) & =\sum_{i=1}^{n} E \xi_{i} f(W) \\
& =\sum_{i=1}^{n} E \xi_{i}\left[f(W)-f\left(W^{(i)}\right)\right] \\
& =\sum_{i=1}^{n} E \xi_{i} \int_{0}^{\xi_{i}} f^{\prime}\left(W^{(i)}+t\right) d t \\
& =\sum_{i=1}^{n} E \int_{-\infty}^{\infty} f^{\prime}\left(W^{(i)}+t\right) \xi_{i}\left(I_{\left\{0 \leq t \leq \xi_{i}\right\}}-I_{\left\{\xi_{i} \leq t<0\right\}}\right) d t \\
& =\sum_{i=1}^{n} E \int_{-\infty}^{\infty} f^{\prime}\left(W^{(i)}+t\right) K_{i}(t) d t . \tag{2.27}
\end{align*}
$$

From

$$
\sum_{i=1}^{n} \int_{-\infty}^{\infty} K_{i}(t) d t=\sum_{i=1}^{n} E \xi_{i}^{2}=1
$$

it follows that

$$
\begin{equation*}
E f^{\prime}(W)=\sum_{i=1}^{n} E \int_{-\infty}^{\infty} f^{\prime}(W) K_{i}(t) d t \tag{2.28}
\end{equation*}
$$

Thus, by (2.27) and (2.28)

$$
\begin{equation*}
E f^{\prime}(W)-E W f(W)=\sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left[f^{\prime}(W)-f^{\prime}\left(W^{(i)}+t\right)\right] K_{i}(t) d t \tag{2.29}
\end{equation*}
$$

Equations (2.27) and (2.29) play a key role in proving a Berry-Esseen type inequality. We remark that it holds for all bounded absolute continuous $f$. Let

$$
\begin{equation*}
\gamma=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} \tag{2.30}
\end{equation*}
$$

### 2.4 Expectation of smooth functions

Equation (2.29) is ready to drive a Berry-Esseen type bound for smooth function $h$.

Theorem 2.1 Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0, E\left|\xi_{i}\right|^{3}<\infty$ for each $1 \leq i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Then for any absolutely continuous function $h$ satisfying $\sup _{x}\left|h^{\prime}(x)\right| \leq c_{1}$

$$
\begin{equation*}
|E h(W)-E h(Z)| \leq 2 c_{1} \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} \tag{2.31}
\end{equation*}
$$

In particular, we have

$$
|E| W\left|-\sqrt{\frac{2}{\pi}}\right| \leq 2 \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3}
$$

Proof. It follows from (2.19) that $\left|f_{h}^{\prime \prime}\right| \leq 2 c_{1}$. Therefore, by (2.29) and the mean value theorem

$$
\begin{align*}
\left|E f_{h}^{\prime}(W)-E W f_{h}(W)\right| & \leq \sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left|f_{h}^{\prime}(W)-f_{h}^{\prime}\left(W^{(i)}+t\right)\right| K_{i}(t) d t \\
& \leq 2 c_{1} \sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left(|t|+\left|\xi_{i}\right|\right) K_{i}(t) d t \\
& =2 c_{1} \sum_{i=1}^{n}\left(E\left|\xi_{i}\right|^{3} / 2+E\left|\xi_{i}\right| E \xi_{i}^{2}\right) \\
& \leq 3 c_{1} \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} . \tag{2.32}
\end{align*}
$$

We note that it is not necessary to assume the existence of finite third moments in Theorem 2.1.

Theorem 2.2 Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0$ for each $1 \leq$ $i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Let $h$ be absolutely continuous with $\left|h^{\prime}\right| \leq c_{1}$. Then

$$
\begin{equation*}
|E h(W)-E h(Z)| \leq 4 c_{1}\left(4 \beta_{2}+3 \beta_{3}\right), \tag{2.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{2}=\sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>1\right\}} \text { and } \beta_{3}=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} I_{\left\{\left|\xi_{i}\right| \leq 1\right\}} . \tag{2.34}
\end{equation*}
$$

Proof. Observing from (2.18) and (2.19) that

$$
\left|f_{h}^{\prime}(W)-f_{h}^{\prime}\left(W^{(i)}+t\right)\right| \leq \min \left(8 c_{1}, 2 c_{1}\left(|t|+\left|\xi_{i}\right|\right)\right) \leq 8 c_{1}\left(|t| \wedge 1+\left|\xi_{i}\right| \wedge 1\right)
$$

where $a \wedge b$ denotes $\min (a, b)$, we have by (2.29)

$$
\begin{align*}
& |E h(W)-E h(Z)| \\
& \quad \leq 8 c_{1} \sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left(|t| \wedge 1+\left|\xi_{i}\right| \wedge 1\right) K_{i}(t) d t \\
& \quad=8 c_{1} \sum_{i=1}^{n}\left(E\left|\xi_{i}\right|\left(\left|\xi_{i}\right|-1\right) I_{\left\{\left|\xi_{i}\right|>1\right\}}+\frac{1}{2} E\left|\xi_{i}\right|\left(\left|\xi_{i}\right| \wedge 1\right)^{2}+E \xi_{i}^{2} E\left(\left|\xi_{i}\right| \wedge 1\right)\right) \\
& \quad=8 c_{1} \sum_{i=1}^{n}\left(E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>1\right\}}-\frac{1}{2} E\left|\xi_{i}\right| I_{\left\{\left|\xi_{i}\right|>1\right\}}+\frac{1}{2} E\left|\xi_{i}\right|^{3} I_{\left\{\left|\xi_{i}\right| \leq 1\right\}}+E \xi_{i}^{2} E\left(\left|\xi_{i}\right| \wedge 1\right)\right) \\
& \quad \leq 8 c_{1}\left\{\beta_{2}+\frac{1}{2} \beta_{3}+\sum_{i=1}^{n} E \xi_{i}^{2} E\left(\left|\xi_{i}\right| \wedge 1\right)\right\} . \tag{2.35}
\end{align*}
$$

We need the following fact: for any random variable $\xi$

$$
\begin{equation*}
E \xi^{2} E(|\xi| \wedge 1) \leq E|\xi|^{3} I_{\{|\xi| \leq 1\}}+E \xi^{2} I_{\{|\xi|>1\}} . \tag{2.36}
\end{equation*}
$$

To see this, let $\eta$ be an independent copy of $\xi$. It is easy to verify that

$$
\xi^{2}(|\eta| \wedge 1)+\eta^{2}(|\xi| \wedge 1) \leq|\xi|^{3} I_{\{|\xi| \leq 1\}}+|\eta|^{3} I_{\{|\eta| \leq 1\}}+|\xi|^{2} I_{\{|\eta|>1\}}+|\eta|^{2} I_{\{|\eta|>1\}} .
$$

Taking expectation on both sides yields (2.36).
Now (2.33) follows from (2.35) - (2.36).
Remark 2.1 If $h$ is bounded by $c_{0}$, then the bound in (2.33) can be replaced by $\max \left(c_{1}, 4\left(c_{0} \wedge\right.\right.$ $\left.\left.c_{1}\right)\right)\left(4 \beta_{2}+3 \beta_{3}\right)$.

### 2.5 The Lindeberg central limit theorem

Since an indicator function is not continuous, unfortunately, Theorem (2.2) does not give a sharp Berry-Esseen bound directly. However, one can use a bounded absolutely continuous function to approximate the indicator function and then apply Theorem 2.2 to obtain a weak version of the Berry-Esseen bound which is good enough to recover the Lindebderg central limit theorem.

Theorem 2.3 Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0$ for each $1 \leq$ $i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Then

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 2.2\left(4 \beta_{2}+3 \beta_{3}\right)^{1 / 2}, \tag{2.37}
\end{equation*}
$$

where $\beta_{2}$ and $\beta_{3}$ are defined in (2.34).
Proof. We can assume that $\left(4 \beta_{2}+3 \beta_{3}\right)^{1 / 2} \leq 1 / 2$. Otherwise, (2.37) is trivial. Let $\alpha=$ $0.5\left(4 \beta_{2}+3 \beta_{3}\right)^{1 / 2}$, and define for fixed $z$

$$
h_{\alpha}(w)= \begin{cases}1 & \text { if } w \leq z \\ 0 & \text { if } w \geq z+\alpha \\ \text { linear } & \text { if } z \leq w \leq z+\alpha\end{cases}
$$

It is easy to see that $|h| \leq 1,\left|h^{\prime}\right| \leq 1 / \alpha$. By Remark 2.1 and the assumption $\alpha \geq 4$, we have

$$
\begin{equation*}
\left|E h_{\alpha}(W)-E h_{\alpha}(Z)\right| \leq \max (4,1 / \alpha)\left(4 \beta_{2}+3 \beta_{3}\right) \leq\left(4 \beta_{2}+3 \beta_{3}\right) / \alpha \tag{2.38}
\end{equation*}
$$

and hence

$$
\begin{align*}
P(W \leq z)-\Phi(z) & \leq E h_{\alpha}(W)-E h_{\alpha}(Z)+E h_{\alpha}(Z)-\Phi(Z) \\
& \leq\left(4 \beta_{2}+3 \beta_{3}\right) / \alpha+E I_{\{z \leq Z \leq z+\alpha\}} \\
& \leq\left(4 \beta_{2}+3 \beta_{3}\right) / \alpha+\frac{\alpha}{\sqrt{2 \pi}} \leq 2.2\left(4 \beta_{2}+3 \beta_{3}\right)^{1 / 2} . \tag{2.39}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
P(W \leq z)-\Phi(z) \geq-2.2\left(4 \beta_{2}+3 \beta_{3}\right)^{1 / 2} . \tag{2.40}
\end{equation*}
$$

This proves (2.37), by (2.39) and (2.40).
Although Theorem 2.3 does not give a sharp Berry-Esseen bound, it does provide a selfcontained proof for the central limit theorem under Lindeberg's condition.

Let $X_{1}, X_{2}, \cdots, X_{n}$ be independent random variables with $E X_{i}=0$ and $E X_{i}^{2}<\infty$ for each $1 \leq i \leq n$. Put

$$
S_{n}=\sum_{i=1}^{n} X_{i} \text { and } B_{n}^{2}=\sum_{i=1}^{n} E X_{i}^{2}
$$

To apply Theorem 2.3, let

$$
\begin{equation*}
\xi_{i}=X_{i} / B_{n} \text { and } W=S_{n} / B_{n} \tag{2.41}
\end{equation*}
$$

Observe that for any $0<\varepsilon<1$

$$
\begin{align*}
\beta_{2}+\beta_{3}= & \frac{1}{B_{n}^{2}} \sum_{i=1}^{n} E X_{i}^{2} I_{\left\{\left|X_{i}\right|>B_{n}\right\}}+\frac{1}{B_{n}^{3}} \sum_{i=1}^{n} E\left|X_{i}\right|^{3} I_{\left\{\left|X_{i}\right| \leq B_{n}\right\}} \\
\leq & \frac{1}{B_{n}^{2}} \sum_{i=1}^{n} E X_{i}^{2} I_{\left\{\left|X_{i}\right|>B_{n}\right\}}+\frac{1}{B_{n}^{3}} \sum_{i=1}^{n} B_{n} E X_{i}^{2} I_{\left\{\varepsilon B_{n} \leq\left|X_{i}\right| \leq B_{n}\right\}} \\
& +\frac{1}{B_{n}^{3}} \sum_{i=1}^{n} \varepsilon B_{n} E X_{i}^{2} I_{\left\{\left|X_{i}\right|<\varepsilon B_{n}\right\}} \\
\leq & \varepsilon+\frac{1}{B_{n}^{2}} \sum_{i=1}^{n} E X_{i}^{2} I_{\left\{\left|X_{i}\right|>\varepsilon B_{n}\right\}} \tag{2.42}
\end{align*}
$$

If Lindeberg's condition (1.1) is satisfied, then (2.42) implies $\beta_{2}+\beta_{3} \rightarrow 0$ as $n \rightarrow \infty$ since $\varepsilon$ is arbitrary. This shows

$$
\sup _{z}\left|P\left(S_{n} / B_{n} \leq z\right)-\Phi(z)\right| \rightarrow 0 \text { as } n \rightarrow \infty
$$

by Theorem 2.3.

### 2.6 Converse to the Lindeberg-Feller theorem

Let $X_{1}, X_{2}, \cdots, X_{n}$ be independent random variables with $E X_{i}=0$ and $E X_{i}^{2}<\infty$ for each $1 \leq i \leq n$. The notation is as in Section 2.5. It is known that if the Feller condition is satisfied

$$
\begin{equation*}
\max _{1 \leq i \leq n} E X_{i}^{2} / B_{n}^{2} \rightarrow 0 \tag{2.43}
\end{equation*}
$$

then Lindebderg's condition is necessary for the central limit theorem. Stein's method can provide a nice proof for the necessity.

Theorem 2.4 Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0$ for each $1 \leq$ $i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Then there exists an absolute constant $C$ such that for all $\varepsilon>0$

$$
\begin{equation*}
\left(1-e^{-\varepsilon^{2} / 4}\right) \sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>\varepsilon\right\}} \leq C\left(\sup _{z}|P(W \leq z)-\Phi(z)|+\sum_{i=1}^{n}\left(E \xi_{i}^{2}\right)^{2}\right) \tag{2.44}
\end{equation*}
$$

Now for the sequence of independent random variables $\left\{X_{i}, i \geq 1\right\}$, recall $\xi_{i}=X_{i} / B_{n}$. Clearly, Feller's condition (2.43) implies that $\sum_{i=1}^{n}\left(E \xi_{i}^{2}\right)^{2} \leq \max _{1 \leq i \leq n} E \xi_{i}^{2} \rightarrow 0$ as $n \rightarrow \infty$. Therefore, if $S_{n} / B_{n}$ is asymptotically normal, then

$$
\sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>\varepsilon\right\}}
$$

as $n \rightarrow \infty$ for every $\varepsilon>0$, or the Lindeberg condition is satisfied.
Proof of Theorem 2.4. Let $f(w)=w e^{-w^{2} / 2}$ and $h(w)=f^{\prime}(w)-w f(w)$. Put

$$
c_{1}=\int_{-\infty}^{\infty}\left|h^{\prime}(w)\right| d w, c_{2}=\sup _{w}\left|f^{\prime \prime \prime}(w)\right|, c_{3}=\int_{-\infty}^{\infty}\left|f^{\prime \prime}(w)\right| d w, \Delta=\sup _{z} P(W \leq z)-\Phi(z) \mid .
$$

Numerical computation gives $c_{1} \leq 5, c_{2}=3, c_{3} \leq 4$.
Since $E h(Z)=0$ by (2.1), we have

$$
\begin{equation*}
|E h(W)|=|E h(W)-E h(Z)|=\left|\int_{-\infty}^{\infty} h^{\prime}(w)\{P(W \leq w)-\Phi(w)\} d w\right| \leq c_{1} \Delta . \tag{2.45}
\end{equation*}
$$

Furthermore with $\sigma_{i}^{2}=E \xi_{i}^{2}$

$$
\begin{align*}
E h(W)= & \sum_{i=1}^{n} E\left(\sigma_{i}^{2} f^{\prime}\left(W^{(i)}+\xi_{i}\right)-\xi_{i} f\left(W^{(i)}+\xi_{i}\right)\right) \\
= & \sum_{i=1}^{n} \sigma_{i}^{2} E\left(f^{\prime}\left(W^{(i)}+\xi_{i}\right)-f^{\prime}\left(W^{(i)}\right)-\xi_{i} f^{\prime \prime}\left(W^{(i)}\right)\right) \\
& -\sum_{i=1}^{n} E\left(\xi_{i}\left\{f\left(W^{(i)}+\xi_{i}\right)-f\left(W^{(i)}\right)-\xi_{i} f^{\prime}\left(W^{(i)}\right)\right\}\right) \\
\geq & -0.5 c_{2} \sum_{i=1}^{n} \sigma_{i}^{4}+R_{1}, \tag{2.46}
\end{align*}
$$

where

$$
R_{1}=-\sum_{i=1}^{n} E\left(\xi_{i}\left\{f\left(W^{(i)}+\xi_{i}\right)-f\left(W^{(i)}\right)-\xi_{i} f^{\prime}\left(W^{(i)}\right)\right\}\right) .
$$

Let $W^{*}, Z$ and $\left\{\xi_{i}, 1 \leq i \leq n\right\}$ be independent, where $W^{*}$ and $W$ have the same distribution and $Z$ has the standard normal distribution. Put

$$
\begin{aligned}
& R_{2}=\sum_{i=1}^{n} E\left(\xi_{i}\left\{f\left(W^{*}+\xi_{i}\right)-f\left(W^{*}\right)-\xi_{i} f^{\prime}\left(W^{*}\right)\right\}\right), \\
& R_{3}=\sum_{i=1}^{n} E\left(\xi_{i}\left\{f\left(Z+\xi_{i}\right)-f(Z)-\xi_{i} f^{\prime}(Z)\right\}\right)
\end{aligned}
$$

We shall prove that $R_{1}$ can be approximated by $R_{2}$ and eventually by $R_{3}$. Note that

$$
\begin{align*}
R_{1}= & \sum_{i=1}^{n} E\left\{\xi_{i}^{2} \int_{0}^{1}\left[f^{\prime}\left(W^{(i)}+t \xi_{i}\right)-f^{\prime}\left(W^{(i)}\right)\right] d t\right\} \\
= & R_{2}+\sum_{i=1}^{n} E\left\{\xi_{i}^{2} \int_{0}^{1}\left[f^{\prime}\left(W^{*}+t \xi_{i}\right)-f^{\prime}\left(W^{(i)}+t \xi_{i}\right)\right] d t\right\} \\
& -\sum_{i=1}^{n} E\left\{\xi_{i}^{2} \int_{0}^{1}\left[f^{\prime}\left(W^{*}\right)-f^{\prime}\left(W^{(i)}\right)\right] d t\right\} . \tag{2.47}
\end{align*}
$$

For any constant $\theta$,

$$
\begin{aligned}
& \mid E\left(f^{\prime}\left(W^{*}+\theta\right)-f^{\prime}\left(W^{(i)}+\theta\right)\right) \mid \\
&=\left|E\left(f^{\prime}\left(W^{(i)}+\xi_{i}+\theta\right)-f^{\prime}\left(W^{(i)}+\theta\right)\right)\right| \\
& \quad=\left|E\left(f^{\prime}\left(W^{(i)}+\xi_{i}+\theta\right)-f^{\prime}\left(W^{(i)}+\theta\right)-\xi_{i} f^{\prime \prime}\left(W^{(i)}+\theta\right)\right)\right| \\
& \leq 0.5 c_{2} \sigma_{i}^{2} .
\end{aligned}
$$

So by (2.47),

$$
\begin{equation*}
R_{1} \geq R_{2}-0.5 c_{2} \sum_{i=1}^{n} \sigma_{i}^{4} \tag{2.48}
\end{equation*}
$$

Similarly,

$$
\begin{aligned}
R_{2}= & \left.R_{3}+\sum_{i=1}^{n} E\left\{\xi_{i}^{2} \int_{0}^{1}\left[f^{\prime}(Z)+t \xi_{i}\right)-f^{\prime}\left(W^{*}+t \xi_{i}\right)\right] d t\right\} \\
& -\sum_{i=1}^{n} E\left\{\xi_{i}^{2} \int_{0}^{1}\left[f^{\prime}(Z)-f^{\prime}\left(W^{*}\right)\right] d t\right\}
\end{aligned}
$$

and for constant $\theta$

$$
\left|E f^{\prime}\left(W^{*}+\theta\right)-E f^{\prime}(Z+\theta)\right|=\left|\int_{-\infty}^{\infty} f^{\prime \prime}(w)\left(P\left(W^{*} \leq w-\theta\right)-\Phi(w-\theta)\right) d w\right| \leq c_{3} \Delta .
$$

Combining the above estimates with (2.45) - (2.48) yields

$$
\begin{equation*}
R_{3} \leq\left(c_{1}+2 c_{3}\right) \Delta+1.5 c_{2} \sum_{i=1}^{n} \sigma_{i}^{4} \tag{2.49}
\end{equation*}
$$

Observing that

$$
g(y):=-y^{-1} E\left(f(Z+y)-f(Z)-y f^{\prime}(Z)\right)=2^{-1.5}\left(1-e^{-y^{2} / 4}\right),
$$

we have

$$
\begin{align*}
R_{3} & =\sum_{i=1}^{n} E \xi_{i}^{2} g\left(\xi_{i}\right) \\
& \geq 2^{-1.5}\left(1-e^{-\varepsilon^{2} / 4}\right) \sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>\varepsilon\right\}} \tag{2.50}
\end{align*}
$$

for every $\varepsilon>0$. This proves (2.44).

## 3 Uniform Berry-Esseen Bounds

Throughout this section we assume that $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are independent random variables with zero means and finite second moment. We also assume $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Use the notation in the previous section,

$$
W=\sum_{i=1}^{n} \xi_{i}, W^{(i)}=W-\xi_{i}, K_{i}(t)=E \xi_{i}\left(I_{\left\{0 \leq t \leq \xi_{i}\right\}}-I_{\left\{\xi_{i} \leq t<0\right\}}\right) .
$$

Let $f_{z}$ be the solution of the Stein equation (2.1). Our goal is to use Stein's method to prove the uniform Berry-Esseen inequality

$$
\sup _{z}|P(W \leq z)-\Phi(z)| \leq C \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} .
$$

### 3.1 Bounded random variables

For bounded $\xi_{i}$, we are ready to apply (2.27) to obtain the following Berry-Esseen type bound.

Theorem 3.1 If $\left|\xi_{i}\right| \leq \delta_{0}$ for $1 \leq i \leq n$, then

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 3.3 \delta_{0} \tag{3.1}
\end{equation*}
$$

Proof. Write $f=f_{z}$. It follows from (2.27) that

$$
\begin{aligned}
E W f(W) & =\sum_{i=1}^{n} E \int_{-\infty}^{\infty} f^{\prime}\left(W^{(i)}+t\right) K_{i}(t) d t \\
& =\sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left\{\left(W^{(i)}+t\right) f\left(W^{(i)}+t\right)+I_{\left\{W^{(i)}+t \leq z\right\}}-\Phi(z)\right\} K_{i}(t) d t
\end{aligned}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t-\Phi(z)=\sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left\{W f(W)-\left(W^{(i)}+t\right) f\left(W^{(i)}+t\right)\right\} K_{i}(t) d t \tag{3.2}
\end{equation*}
$$

By (2.10),

$$
\begin{align*}
& \sum_{i=1}^{n} E \int_{-\infty}^{\infty}\left|W f(W)-\left(W^{(i)}+t\right) f\left(W^{(i)}+t\right)\right| K_{i}(t) d t \\
& \quad \leq \sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left(\left|W^{(i)}\right|+\sqrt{2 \pi} / 4\right)\left(\left|\xi_{i}\right|+|t|\right) K_{i}(t) d t \\
& \quad \leq(1+\sqrt{2 \pi} / 4) \sum_{i=1}^{n} \int_{-\infty}^{\infty}\left(E\left|\xi_{i}\right|+|t|\right) K_{i}(t) \\
& \quad=(1+\sqrt{2 \pi} / 4) \sum_{i=1}^{n}\left\{E\left|\xi_{i}\right| E \xi_{i}^{2}+0.5 E\left|\xi_{i}\right|^{3}\right\} \\
& \quad \leq 1.5(1+\sqrt{2 \pi} / 4) \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} . \tag{3.3}
\end{align*}
$$

Noting that the assumption $\left|\xi_{i}\right| \leq \delta_{0}$ implies $K_{i}(t)=0$ for $|t|>\delta_{0}$, we have

$$
\begin{aligned}
& \sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t \\
& \quad=\sum_{i=1}^{n} \int_{|t| \leq \delta_{0}} P\left(W-\xi_{i}+t \leq z\right) K_{i}(t) d t \\
& \quad \geq \sum_{i=1}^{n} \int_{|t| \leq \delta_{0}} P\left(W \leq z-2 \delta_{0}\right) K_{i}(t) d t \\
& \quad=P\left(W \leq z-2 \delta_{0}\right)
\end{aligned}
$$

Combining with (3.2) and (3.3) gives

$$
\begin{align*}
& P\left(W \leq z-2 \delta_{0}\right)-\Phi\left(z-2 \delta_{0}\right) \\
& \quad \leq \Phi(z)-\Phi\left(z-2 \delta_{0}\right)+1.5(1+\sqrt{2 \pi} / 4) \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} \\
& \quad \leq \frac{2 \delta_{0}}{\sqrt{2 \pi}}+1.5(1+\sqrt{2 \pi} / 4) \delta_{0} \leq 3.3 \delta_{0} \tag{3.4}
\end{align*}
$$

Similarly, we have

$$
\sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t \leq P\left(W \leq z+2 \delta_{0}\right)
$$

and

$$
\begin{equation*}
P\left(W \leq z+2 \delta_{0}\right)-\Phi\left(z+2 \delta_{0}\right) \geq-3.3 \delta_{0} \tag{3.5}
\end{equation*}
$$

This proves (3.1) by (3.4) and (3.5).
One can see from the above proof that the boundness of $\xi_{i}$ is used only in the approximation of $\sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t$ by $P(W \leq z)$. On the other hand, it is intuitively appealing that $P\left(W^{(i)}+t \leq z\right)$ should be close to $P(W \leq z)$. We shall present two different approaches in the next two subsections.

### 3.2 The inductive approach

Assume that $E\left|\xi_{i}\right|^{3}<\infty$. We shall prove

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq C \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} \tag{3.6}
\end{equation*}
$$

by induction, where $C$ can be taken 76 .
Let $\gamma=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{3}, \tau_{i}^{2}=E W^{(i) 2}$ and $\tau=\min _{1 \leq i \leq n} \tau_{i}$. Since (3.6) is trivial if $\gamma>1 / 76$, we can assume $\gamma<1 / 76$ which in turn implies that $\tau^{2} \geq\left(1-\gamma^{2 / 3}\right) \geq 0.9$.

If $n=1, E\left|\xi_{1}\right|^{3} \geq\left(E \xi_{i}^{2}\right)^{2 / 3}=1$. (3.6) is true. Suppose inductively that (3.6) has been established whenever $W$ consists of fewer than $n$ summands. Then, in particular

$$
\begin{align*}
P\left(a<W^{(i)} \leq b\right) & =\Phi\left(b / \tau_{i}\right)-\Phi\left(a / \tau_{i}\right)+P\left(W^{(i)} \leq b\right)-\Phi\left(b / \tau_{i}\right)-\left\{P\left(W^{(i)} \leq a\right)-\Phi\left(a / \tau_{i}\right)\right\} \\
& \leq 2 C \tau_{i}^{-3} \sum_{j \neq i} E\left|\xi_{j}\right|^{3}+(2 \pi)^{-1 / 2} \tau_{i}^{-1}(b-a) \\
& \leq 4 C \gamma+(b-a) \tag{3.7}
\end{align*}
$$

for $a<b$.
For $\delta=16 \gamma$, we have

$$
\begin{aligned}
& \sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t \\
& \quad=P(W \leq z-2 \delta)+\sum_{i=1}^{n} \int_{-\infty}^{\infty}\left\{P\left(W^{(i)}+t \leq z\right)-P\left(W^{(i)}+\xi_{i} \leq z-2 \delta\right)\right\} K_{i}(t) d t \\
& \quad \geq P(W \leq z-2 \delta)-\sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left\{\int_{t \geq 2 \delta+\xi_{i}} I_{\left\{z-t \leq W^{(i)} \leq z-2 \delta-\xi_{i}\right\}} K_{i}(t)\right\} d t
\end{aligned}
$$

$$
\begin{align*}
= & P(W \leq z-2 \delta)-\sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left\{\int_{t \geq 2 \delta+\xi_{i}} P\left(z-t \leq W^{(i)} \leq z-2 \delta-\xi_{i}\right) K_{i}(t)\right\} d t \\
\geq & P(W \leq z-2 \delta)-\sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left\{\int_{t \geq 2 \delta+\xi_{i}}\left(4 C \gamma+t-2 \delta-\xi_{i}\right) K_{i}(t) d t\right\}  \tag{3.7}\\
\geq & P(W \leq z-2 \delta)-2 \delta-1.5 \gamma-4 C \gamma \sum_{i=1}^{n} E\left\{\int_{t \geq 2 \delta+\xi_{i}} K_{i}(t) d t\right\} \\
\geq & P(W \leq z-2 \delta)-2 \delta-1.5 \gamma \\
& -4 C \gamma \sum_{i=1}^{n} E\left\{I_{\left\{\xi_{i} \leq-\delta\right\}} \int_{-\infty}^{\infty} K_{i}(t) d t+\int_{t \geq \delta} K_{i}(t) d t\right\} \\
\geq & P(W \leq z-2 \delta)-34 \gamma-4 C \gamma \sum_{i=1}^{n}\left(P\left(\xi_{i}<-\delta\right) E \xi_{i}^{2}+E \xi_{i}^{2} I_{\left\{\xi_{i}>\delta\right\}}\right) \\
\geq & P(W \leq z-2 \delta)-34 \gamma-4 C \gamma \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3} / \delta \\
= & P(W \leq z-2 \delta)-34 \gamma-C \gamma / 2 . \tag{3.8}
\end{align*}
$$

Thus, by (3.2) and (3.3)

$$
P(W \leq z-2 \delta)-\Phi(z-2 \delta) \leq 38 \gamma+C \gamma / 2=C \gamma
$$

if we take $C=76$. Similarly, we have

$$
P(W \leq z+2 \delta)-\Phi(z+2 \delta) \geq-38 \gamma-C \gamma / 2=-C \gamma .
$$

This completes the proof of (3.6).

### 3.3 The concentration inequality approach

The proofs in previous two subsections suggest that the key step in proving the Berry-Esseen bound is the concentration inequality (3.7). In this subsection, we give a direct proof for (3.7) and hence the Berry-Esseen inequality. Let $\gamma=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{3}$.

Proposition 3.1 We have

$$
\begin{equation*}
P\left(a \leq W^{(i)} \leq b\right) \leq \sqrt{2}(b-a)+(1+\sqrt{2}) \gamma \tag{3.9}
\end{equation*}
$$

for all real $a<b$ and for every $1 \leq i \leq n$.

Proof. Define $\delta=\gamma / 2$ and

$$
f(w)= \begin{cases}-\frac{1}{2}(b-a)-\delta & \text { if } w<a-\delta  \tag{3.10}\\ w-\frac{1}{2}(b+a) & \text { if } a-\delta \leq w \leq b+\delta, \\ \frac{1}{2}(b-a)+\delta & \text { for } w>b+\delta\end{cases}
$$

Let

$$
\begin{aligned}
\hat{M}_{j}(t) & =\xi_{j}\left(I_{\left\{-\xi_{j} \leq t \leq 0\right\}}-I_{\left\{0<t \leq-\xi_{j}\right\}}\right), \\
\hat{M}(t) & =\sum_{1 \leq j \leq n} \hat{M}_{j}(t), M(t)=E \hat{M}(t) .
\end{aligned}
$$

Since $\xi_{j}$ and $W^{(i)}-\xi_{j}$ are independent for $j \neq i, E \xi_{j}=0, \hat{M}(t) \geq 0$ and $f^{\prime}(t) \geq 0$, we have

$$
\begin{align*}
& E W^{(i)} f\left(W^{(i)}\right)-E \xi_{i} f\left(W^{(i)}-\xi_{i}\right) \\
& =\sum_{j=1}^{n} E \xi_{j}\left[f\left(W^{(i)}\right)-f\left(W^{(i)}-\xi_{j}\right)\right] \\
& =\sum_{j=1}^{n} E \xi_{j} \int_{-\xi_{j}}^{0} f^{\prime}\left(W^{(i)}+t\right) d t \\
& =\sum_{j=1}^{n} E \xi_{j}\left[f\left(W^{(i)}\right)-f\left(W^{(i)}-\xi_{j}\right)\right] \\
& =\sum_{j=1}^{n} E \int_{-\infty}^{\infty} f^{\prime}\left(W^{(i)}+t\right) \hat{M}_{j}(t) d t \\
& =E \int_{-\infty}^{\infty} f^{\prime}\left(W^{(i)}+t\right) \hat{M}(t) d t \\
& \geq E \int_{|t| \leq \delta} f^{\prime}\left(W^{(i)}+t\right) \hat{M}(t) d t \\
& \geq E I_{\left\{a \leq W^{(i)} \leq b\right\}} \int_{|t| \leq \delta} \hat{M}(t) d t \\
& =E I_{\left\{a \leq W^{(i)} \leq b\right\}} \sum_{j=1}^{n}\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right) \\
& \geq H_{1,1}-H_{1,2}, \tag{3.11}
\end{align*}
$$

where

$$
\begin{aligned}
& H_{1,1}=P\left(a \leq W^{(i)} \leq b\right) \sum_{j=1}^{n} E\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right) \\
& H_{1,2}=E\left|\sum_{j=1}^{n}\right| \xi_{j}\left|\min \left(\delta,\left|\xi_{j}\right|\right)-E\right| \xi_{j}\left|\min \left(\delta,\left|\xi_{j}\right|\right)\right| .
\end{aligned}
$$

A direct calculation yields

$$
\begin{equation*}
\min (x, y) \geq x-x^{2} /(4 y) \tag{3.12}
\end{equation*}
$$

for $x>0$ and $y>0$. Then

$$
\begin{equation*}
\sum_{j=1}^{n} E\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right) \geq \sum_{j=1}^{n}\left\{E \xi_{j}^{2}-\frac{E\left|\xi_{j}\right|^{3}}{4 \delta}\right\}=\frac{1}{2} \tag{3.13}
\end{equation*}
$$

and hence

$$
\begin{equation*}
H_{1,1} \geq .5 P\left(a \leq W^{(i)} \leq b\right) \tag{3.14}
\end{equation*}
$$

By the Hölder inequality,

$$
\begin{align*}
H_{1,2} & \leq\left(\operatorname{Var}\left(\sum_{j=1}^{n}\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right)\right)\right)^{1 / 2} \\
& \leq\left(\sum_{j=1}^{n} E \xi_{j}^{2} \min \left(\delta,\left|\xi_{j}\right|\right)^{2}\right)^{1 / 2} \\
& \leq \delta\left(\sum_{j=1}^{n} E \xi_{j}^{2}\right)^{1 / 2}=\delta \tag{3.15}
\end{align*}
$$

Combining (3.14) and (3.15) with (3.11) and observing that

$$
|f| \leq .5(b-a)+\delta
$$

we have

$$
\begin{aligned}
P\left(a \leq W^{(i)} \leq b\right) & \leq 2 \delta+\left(E\left|W^{(i)}\right|+E\left|\xi_{i}\right|\right)(b-a+2 \delta) \\
& \leq 2 \delta+\sqrt{2}\left(\left(E\left|W^{(i)}\right|\right)^{2}+\left(E\left|\xi_{i}\right|\right)^{2}\right)^{1 / 2}(b-a+2 \delta) \\
& \leq 2 \delta+\sqrt{2}\left(E\left|W^{(i)}\right|^{2}+E\left|\xi_{i}\right|^{2}\right)^{1 / 2}(b-a+2 \delta) \\
& =2 \delta+\sqrt{2}\left(E W^{2}\right)^{1 / 2}(b-a+2 \delta) \\
& =\sqrt{2}(b-a)+2(1+\sqrt{2}) \delta \\
& =\sqrt{2}(b-a)+(1+\sqrt{2}) \gamma
\end{aligned}
$$

as desired.
We are now ready to prove

Theorem 3.2 We have

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 7 \gamma \tag{3.16}
\end{equation*}
$$

Proof. It follows from (3.9) that

$$
\begin{align*}
& \left|\sum_{i=1}^{n} \int_{-\infty}^{\infty} P\left(W^{(i)}+t \leq z\right) K_{i}(t) d t-P(W \leq z)\right| \\
& \quad \leq \sum_{i=1}^{n} \int_{-\infty}^{\infty}\left|P\left(W^{(i)}+t \leq z\right)-P(W \leq z)\right| K_{i}(t) d t \\
& \quad=\sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left\{P\left(z-\max \left(t, \xi_{i}\right) \leq W^{(i)} \leq z-\min \left(t, \xi_{i}\right) \mid \xi_{i}\right)\right\} K_{i}(t) d t \\
& \quad \leq \sum_{i=1}^{n} \int_{-\infty}^{\infty} E\left\{\sqrt{2}\left(|t|+\left|\xi_{i}\right|\right)+(1+\sqrt{2}) \gamma\right\} K_{i}(t) d t \\
& \quad=(1+\sqrt{2}) \gamma+\sqrt{2} \sum_{i=1}^{n}\left(0.5 E\left|\xi_{i}\right|^{3}+E\left|\xi_{i}\right| E \xi_{i}^{2}\right) \\
& \quad \leq(1+2.5 \sqrt{2}) \gamma . \tag{3.17}
\end{align*}
$$

Now by (3.2)

$$
|P(W \leq z)-\Phi(z)| \leq(1+2.5 \sqrt{2}+1.5(1+\sqrt{2 \pi} / 4)) \gamma \leq 7 \gamma
$$

which is (3.1).
We remark that following the above lines of proof, one can prove

$$
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 7 \sum_{i=1}^{n}\left(E \xi_{i}^{2} I_{\left\{\left|\xi_{i}\right|>1\right\}}+E\left|\xi_{i}\right|^{3} I_{\left\{\left|\xi_{i}\right| \leq 1\right\}}\right)
$$

We leave the proof to the reader. A refined concentration inequality can lead to reduce the constant 7 to 4.1.

### 3.4 A randomized concentration inequality

In this subsection we present a randomized concentration inequality, which is useful to establish the Berry-Esseen inequality for functions of independent random variables, in particular for non-linear statistics. Let $\Delta_{1}$ and $\Delta_{2}$ be real-valued Borel measurable functions of $\left(\xi_{i}, 1 \leq i \leq n\right)$.

Theorem 3.3 We have

$$
\begin{align*}
P\left(\Delta_{1} \leq W \leq \Delta_{2}\right) \leq & E\left|W\left(\Delta_{2}-\Delta_{1}\right)\right|+2 \gamma \\
& +\sum_{i=1}^{n}\left\{E\left|\xi_{i}\left(\Delta_{1}-\Delta_{1, i}\right)\right|+E\left|\xi_{i}\left(\Delta_{2}-\Delta_{2, i}\right)\right|\right\} \tag{3.18}
\end{align*}
$$

where $\Delta_{1, i}$ and $\Delta_{2, i}$ are Borel measurable functions of $\left(\xi_{j}, 1 \leq j \leq n, j \neq i\right)$, and $\gamma$ is defined as in (2.30).

Proof. We follow the proof of Proposition 3.1. Define $\delta=0.5 \gamma$ and

$$
f_{\Delta_{1}, \Delta_{2}}(w)= \begin{cases}-\left(\Delta_{2}-\Delta_{1}\right) / 2-\delta & \text { for } w \leq \Delta_{1}-\delta \\ w-\frac{1}{2}\left(\Delta_{1}+\Delta_{2}\right) & \text { for } \Delta_{1}-\delta \leq w \leq \Delta_{2}+\delta \\ \left(\Delta_{2}-\Delta_{1}\right) / 2+\delta & \text { for } w>\Delta_{2}+\delta\end{cases}
$$

Let

$$
\hat{M}_{i}(t)=\xi_{i}\left\{I\left(-\xi_{i} \leq t \leq 0\right)-I\left(0<t \leq-\xi_{i}\right)\right\}, \hat{M}(t)=\sum_{i=1}^{n} \hat{M}_{i}(t)
$$

Since $\xi_{i}$ and $f_{\Delta_{1, i}, \Delta_{2, i}}\left(W-\xi_{i}\right)$ are independent for $1 \leq i \leq n$ and $E \xi_{i}=0$, we have

$$
\begin{align*}
E W f_{\Delta_{1}, \Delta_{2}}(W)= & \left.\sum_{i=1}^{n} E \xi_{i}\left[f_{\Delta_{1}, \Delta_{2}}(W)-f_{\Delta_{1}, \Delta_{2}}\left(W-\xi_{i}\right)\right)\right] \\
& \left.+\sum_{i=1}^{n} E \xi_{i}\left[f_{\Delta_{1}, \Delta_{2}}\left(W-\xi_{i}\right)-f_{\Delta_{1, i}, \Delta_{2, i}}\left(W-\xi_{i}\right)\right)\right\} \\
:= & H_{1}+H_{2} \tag{3.19}
\end{align*}
$$

Using the fact that $\hat{M}(t) \geq 0$ and $f_{\Delta_{1}, \Delta_{2}}^{\prime}(w) \geq 0$, we have

$$
\begin{align*}
H_{1} & =\sum_{i=1}^{n} E\left\{\xi_{i} \int_{-\xi_{i}}^{0} f_{\Delta_{1}, \Delta_{2}}^{\prime}(W+t) d t\right\} \\
& =\sum_{i=1}^{n} E\left\{\int_{-\infty}^{\infty} f_{\Delta_{1}, \Delta_{2}}^{\prime}(W+t) \hat{M}_{i}(t) d t\right\} \\
& =E\left\{\int_{-\infty}^{\infty} f_{\Delta_{1}, \Delta_{2}}^{\prime}(W+t) \hat{M}(t) d t\right\} \\
& \geq E\left\{\int_{|t| \leq \delta} f_{\Delta_{1}, \Delta_{2}}^{\prime}(W+t) \hat{M}(t) d t\right\} \\
& \geq E\left\{I_{\left\{\Delta_{1} \leq W \leq \Delta_{2}\right\}} \int_{|t| \leq \delta} \hat{M}(t) d t\right\} \\
& =E\left\{I_{\left\{\Delta_{1} \leq W \leq \Delta_{2}\right\}} \sum_{i=1}^{n}\left|\xi_{i}\right| \min \left(\delta,\left|\xi_{i}\right|\right)\right\} \tag{3.20}
\end{align*}
$$

From the proof of (3.14) and (3.15) one can see that

$$
\begin{equation*}
H_{1} \geq .5 P\left(\Delta_{1} \leq W \leq \Delta_{2}\right)-\delta \tag{3.21}
\end{equation*}
$$

As to $H_{2}$, it is easy to see that

$$
\left|f_{\Delta_{1}, \Delta_{2}}(w)-f_{\Delta_{1, i}, \Delta_{2, i}}(w)\right| \leq\left|\Delta_{1}-\Delta_{1, i}\right| / 2+\left|\Delta_{2}-\Delta_{2, i}\right| / 2
$$

Hence

$$
\begin{equation*}
\left|H_{2}\right| \leq(1 / 2) \sum_{i=1}^{n}\left\{E\left|\xi_{i}\left(\Delta_{1}-\Delta_{1, i}\right)\right|+E\left|\xi_{i}\left(\Delta_{2}-\Delta_{2, i}\right)\right|\right\} . \tag{3.22}
\end{equation*}
$$

It follows from the definition of $f_{\Delta_{1}, \Delta_{2}}$ that

$$
\left|f_{\Delta_{1}, \Delta_{2}}(w)\right| \leq(1 / 2)\left(\Delta_{2}-\Delta_{1}\right)+\delta .
$$

Hence, by (3.19), (3.21), and (3.22)

$$
\begin{aligned}
& P\left(\Delta_{1} \leq W \leq \Delta_{2}\right) \\
& \quad \leq 2 E W f_{\Delta_{1}, \Delta_{2}}(W)+2 \delta+\sum_{i=1}^{n}\left\{E\left|\xi_{i}\left(\Delta_{1}-\Delta_{1, i}\right)\right|+E\left|\xi_{i}\left(\Delta_{2}-\Delta_{2, i}\right)\right|\right\} \\
& \quad \leq E\left|W\left(\Delta_{2}-\Delta_{1}\right)\right|+2 \delta E|W|+2 \delta+\sum_{i=1}^{n}\left\{E\left|\xi_{i}\left(\Delta_{1}-\Delta_{1, i}\right)\right|+E\left|\xi_{i}\left(\Delta_{2}-\Delta_{2, i}\right)\right|\right\} \\
& \quad \leq E\left|W\left(\Delta_{2}-\Delta_{1}\right)\right|+2 \gamma+\sum_{i=1}^{n}\left\{E\left|\xi_{i}\left(\Delta_{1}-\Delta_{1, i}\right)\right|+E\left|\xi_{i}\left(\Delta_{2}-\Delta_{2, i}\right)\right|\right\}
\end{aligned}
$$

It follows easily from Theorems 3.3 and 3.2 that

Theorem 3.4 Let $\Delta=\Delta\left(\xi_{1}, \cdots, \xi_{n}\right): R^{n} \longrightarrow R^{1}$ be a Borel measurable function. Then we have Then we have

$$
\begin{equation*}
\sup _{z}|P(W+\Delta \leq z)-\Phi(z)| \leq 9 \gamma+E|W \Delta|+\sum_{i=1}^{n} E\left|\xi_{i}\left(\Delta-\Delta_{i}\right)\right| \tag{3.23}
\end{equation*}
$$

where $\Delta_{i}$ is a measurable function of $\left(\xi_{j}, 1 \leq j \leq n, j \neq i\right)$.

Theorem 3.4 provides a general result on Berry-Esseen type bounds for many non-linear statistics. To see the usefulness of the above general result, let's consider the $U$-statistic. Let $X_{1}, X_{2}, \cdots, X_{n}$ be a sequence of independent identically distributed random variables, and let $h(x, y)$ be a realvalued Borel measurable symmetric function, i.e., $h(x, y)=h(y, x)$. Define the $U$-statistic with the kernel $h$ by

$$
U_{n}=\frac{2}{n(n-1)} \sum_{1 \leq i<j \leq n} h\left(X_{i}, X_{j}\right)
$$

Theorem 3.5 Assume that $E h\left(X_{1}, X_{2}\right)=0$ and $\sigma^{2}=E h^{2}\left(X_{1}, X_{2}\right)<\infty$. Let $g(x)=E h\left(x, X_{2}\right)$ and $\sigma_{1}^{2}=E g^{2}\left(X_{1}\right)$. If $\sigma_{1}>0$, then

$$
\begin{equation*}
\sup _{z}\left|P\left(\frac{\sqrt{n} U_{n}}{2 \sigma_{1}} \leq z\right)-\Phi(z)\right| \leq \frac{2 \sigma}{(n-1)^{1 / 2} \sigma_{1}}+\frac{9 E\left|g\left(X_{1}\right)\right|^{3}}{n^{1 / 2} \sigma_{1}^{3}} . \tag{3.24}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
W & =\frac{1}{\sqrt{n} \sigma_{1}} \sum_{i=1}^{n} g\left(X_{i}\right), \\
\Delta & =\frac{\sqrt{n}}{n(n-1) \sigma_{1}} \sum_{1 \leq i<j \leq n}\left\{h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)\right\}, \\
\Delta_{l} & =\frac{\sqrt{n}}{n(n-1) \sigma_{1}} \sum_{1 \leq i<j \leq n, i \neq l, j \neq l}\left\{h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)\right\} .
\end{aligned}
$$

It is easy to see that

$$
\frac{\sqrt{n} U_{n}}{2 \sigma_{1}}=W+\Delta
$$

and that $\Delta_{l}$ is a measurable function of $\left(X_{j}, 1 \leq j \leq n, j \neq l\right)$. By Theorem 3.4, it suffices to show that

$$
\begin{equation*}
E \Delta^{2} \leq \frac{\sigma^{2}}{2(n-1) \sigma_{1}^{2}} \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left|\Delta-\Delta_{l}\right|^{2} \leq \frac{\sigma^{2}}{n(n-1) \sigma_{1}^{2}} . \tag{3.26}
\end{equation*}
$$

It is known that $\left\{\sum_{i=1}^{j-1}\left(h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)\right), 2 \leq j \leq n\right\}$ is a martingale difference sequence. Hence

$$
\begin{aligned}
E \Delta^{2} & =\frac{1}{n(n-1)^{2} \sigma_{1}^{2}} \sum_{j=2}^{n} E\left(\sum_{i=1}^{j-1}\left\{h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)\right\}\right)^{2} \\
& =\frac{1}{n(n-1)^{2} \sigma_{1}^{2}} \sum_{j=2}^{n} E\left(E\left\{\left(\sum_{i=1}^{j-1}\left\{h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)\right\}\right)^{2} \mid X_{j}\right\}\right) \\
& =\frac{1}{n(n-1)^{2} \sigma_{1}^{2}} \sum_{j=2}^{n}(j-1) E\left\{E\left(\left(h\left(X_{1}, X_{2}\right)-g\left(X_{1}\right)-g\left(X_{2}\right)\right)^{2} \mid X_{j}\right)\right\} \\
& =\frac{1}{2(n-1) \sigma_{1}^{2}}\left\{E h^{2}\left(X_{1}, X_{2}\right)-2 E g^{2}\left(X_{1}\right)\right\} \\
& \leq \frac{\sigma^{2}}{2(n-1) \sigma_{1}^{2}} .
\end{aligned}
$$

This proves (3.25).
As to (3.26), note that $\Delta-\Delta_{l}, 1 \leq l \leq n$ are identically distributed. Thus,

$$
\begin{aligned}
E\left|\Delta-\Delta_{l}\right|^{2} & =E\left|\Delta-\Delta_{1}\right|^{2} \\
& =\frac{1}{n(n-1)^{2} \sigma_{1}^{2}} E\left(\sum_{j=2}^{n}\left\{h\left(X_{1}, X_{j}\right)-g\left(X_{1}\right)-g\left(X_{j}\right)\right\}\right)^{2} \\
& =\frac{1}{n(n-1) \sigma_{1}^{2}}\left\{E h^{2}\left(X_{1}, X_{2}\right)-2 E g^{2}\left(X_{1}\right)\right\} \\
& \leq \frac{\sigma^{2}}{n(n-1) \sigma_{1}^{2}} .
\end{aligned}
$$

This is (3.26).

## 4 Non-uniform Berry-Esseen Bounds

We shall prove the non-uniform Berry-Esseen bound in the normal approximation in this section. To do this, we first need to have a non-uniform concentration inequality.

Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent random variables satisfying $E \xi_{i}=0$ for every $1 \leq i \leq n$ and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$. Let

$$
\bar{\xi}_{i}=\xi_{i} I_{\left\{\xi_{i} \leq 1\right\}}, \quad \bar{W}=\sum_{i=1}^{n} \bar{\xi}_{i}, \bar{W}^{(i)}=\bar{W}-\bar{\xi}_{i} .
$$

Proposition 4.1 We have

$$
\begin{equation*}
P\left(a \leq \bar{W}^{(i)} \leq b\right) \leq e^{-a / 2}(5(b-a)+7 \gamma) \tag{4.1}
\end{equation*}
$$

for all real $b>a$ and for every $1 \leq i \leq n$, where $\gamma=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{3}$.

We first need to have the following Bennett-Hoeffding inequality.
Lemma 4.1 Let $\eta_{1}, \eta_{2}, \cdots, \eta_{n}$ be independent random variables satisfying $E \eta_{i} \leq 0, \eta_{i} \leq$ a for $1 \leq i \leq n$, and $\sum_{i=1}^{n} E \eta_{i}^{2} \leq B_{n}^{2}$. Put $S_{n}=\sum_{i=1}^{n} \eta_{i}$. Then

$$
\begin{equation*}
E e^{t S_{n}} \leq \exp \left(a^{-2}\left(e^{t a}-1-t a\right) B_{n}^{2}\right) \tag{4.2}
\end{equation*}
$$

for $t>0$,

$$
\begin{equation*}
P\left(S_{n} \geq x\right) \leq \exp \left(-\frac{B_{n}^{2}}{a^{2}}\left[\left(1+\frac{a x}{B_{n}^{2}}\right) \ln \left(1+\frac{a x}{B_{n}^{2}}\right)-\frac{a x}{B_{n}^{2}}\right]\right) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(S_{n} \geq x\right) \leq \exp \left(-\frac{x^{2}}{2\left(B_{n}^{2}+a x\right)}\right) \tag{4.4}
\end{equation*}
$$

for $x>0$.

Proof. It is easy to see that $\left(e^{s}-1-s\right) / s^{2}$ is an increasing function of $s$. We have

$$
\begin{equation*}
e^{t s} \leq 1+t s+(t s)^{2}\left(e^{t a}-1-t a\right) /(t a)^{2} \tag{4.5}
\end{equation*}
$$

for $s \leq a$. We have

$$
\begin{aligned}
E e^{t S_{n}} & =\prod_{i=1}^{n} E e^{t \eta_{i}} \\
& \leq \prod_{i=1}^{n}\left(1+t E \eta_{i}+a^{-2}\left(e^{t a}-1-t a\right) E \eta_{i}^{2}\right) \\
& \leq \prod_{i=1}^{n}\left(1+a^{-2}\left(e^{t a}-1-t a\right) E \eta_{i}^{2}\right) \\
& \leq \exp \left(a^{-2}\left(e^{t a}-1-t a\right) B_{n}^{2}\right)
\end{aligned}
$$

This proves (4.2).
To prove (4.3), let

$$
t=\frac{1}{a} \ln \left(\left(1+\frac{1 x}{B_{n}}\right)\right.
$$

Then, by (4.2)

$$
\begin{aligned}
P\left(S_{n} \geq x\right) & \leq e^{-t x} E e^{t S_{n}} \\
& \leq \exp \left(-t x+a^{-2}\left(e^{t a}-1-t a\right) B_{n}^{2}\right) \\
& =\exp \left(-\frac{B_{n}^{2}}{a^{2}}\left[\left(1+\frac{a x}{B_{n}^{2}}\right) \ln \left(1+\frac{a x}{B_{n}^{2}}\right)-\frac{a x}{B_{n}^{2}}\right]\right)
\end{aligned}
$$

In view of the fact that

$$
(1+s) \ln (1+s)-s \geq \frac{s^{2}}{2(1+s)}
$$

for $s>0$, (4.4) follows from (4.3).
Proof of Proposition 4.1. It follows from (4.2) that

$$
P\left(a \leq W^{(i)} \leq b\right) \leq e^{-a / 2} E e^{W^{(i)} / 2} \leq e^{-a / 2} \exp \left(e^{0.5}-1.5\right) \leq 1.19 e^{-a / 2}
$$

Thus, (4.1) holds if $7 \gamma \geq 1.19$.

We now assume $\gamma \leq 0.17$. Similarly to the proof of Proposition 3.1, define $\delta=\gamma / 2(\leq 0.085)$ and

$$
f(w)= \begin{cases}0 & \text { if } w<a-\delta,  \tag{4.6}\\ e^{w / 2}(w-a+\delta) & \text { if } a-\delta \leq w \leq b+\delta, \\ e^{w / 2}(b-a+2 \delta) & \text { if } w>b+\delta\end{cases}
$$

Put

$$
\bar{M}_{i}(t)=\xi_{i}\left(I_{\left\{-\bar{\xi}_{i} \leq t \leq 0\right\}}-I_{\left\{0<t \leq-\bar{\xi}_{i}\right\}}\right), \bar{M}(t)=\sum_{i=1}^{n} \bar{M}_{i}(t) .
$$

Clearly, $\bar{M}(t) \geq 0, f^{\prime}(w) \geq 0$ and $f^{\prime}(w) \geq e^{w / 2}$ for $a-\delta \leq w \leq b+\delta$. Analogous to (3.11),

$$
\begin{align*}
& E W^{(i)} f\left(\bar{W}^{(i)}\right) \\
& =\sum_{j \neq i} E \xi_{j}\left[f\left(\bar{W}^{(i)}\right)-f\left(W^{(i)}-\bar{\xi}_{j}\right)\right] \\
& =\sum_{j \neq i}^{n} E \int_{-\infty}^{\infty} f^{\prime}\left(\bar{W}^{(i)}+t\right) \bar{M}_{i}(t) d t \\
& =E \int_{-\infty}^{\infty} f^{\prime}\left(\bar{W}^{(i)}+t\right) \bar{M}^{(i)}(t) d t \\
& \geq E I_{\left\{a \leq \bar{W}^{(i)} \leq b\right\}} \int_{|t| \leq \delta} f^{\prime}\left(\bar{W}^{(i)}+t\right) \bar{M}^{(i)}(t) d t \\
& \geq E e^{\bar{W}^{(i)}-\delta} I_{\left\{a \leq \bar{W}^{(i)} \leq b\right\}} \int_{|t| \leq \delta} \bar{M}^{(i)}(t) d t \\
& \geq E e^{\bar{W}^{(i)}-\delta} I_{\left\{a \leq \bar{W}^{(i)} \leq b\right\}} \sum_{j \neq i}\left|\xi_{j}\right| \min \left(\delta,\left|\bar{\xi}_{j}\right|\right) \\
& \geq e^{-\delta / 2}\left(H_{2,1}-H_{2,2}\right), \tag{4.7}
\end{align*}
$$

where

$$
\begin{aligned}
& H_{2,1}=E e^{\bar{W}^{(i)} / 2} I_{\left\{a \leq \bar{W}^{(i)} \leq b\right\}} \sum_{j \neq i} E\left|\xi_{j}\right| \min \left(\delta,\left|\bar{\xi}_{j}\right|\right), \\
& H_{2,2}=E e^{\bar{W}^{(i)} / 2}\left|\sum_{j \neq i}\right| \xi_{j}\left|\min \left(\delta,\left|\bar{\xi}_{j}\right|\right)-E\right| \xi_{j}\left|\min \left(\delta,\left|\bar{\xi}_{j}\right|\right)\right| .
\end{aligned}
$$

Noting that $\delta \leq .085$ and $\gamma \leq .17$ and following the proof of (3.13), we have

$$
\begin{align*}
\sum_{j \neq i} E\left|\xi_{j}\right| \min \left(\delta,\left|\bar{\xi}_{j}\right|\right) & =\sum_{j \neq i} E\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right) \\
& \geq-\delta E\left|\xi_{i}\right|+\sum_{j=1}^{n} E\left|\xi_{j}\right| \min \left(\delta,\left|\xi_{j}\right|\right) \\
& \geq 0.5-\delta \gamma^{1 / 3} \geq 0.5-0.085(0.17)^{1 / 3} \geq 0.45 . \tag{4.8}
\end{align*}
$$

Hence

$$
\begin{equation*}
H_{2,1} \geq .45 e^{a / 2} P\left(a \leq \bar{W}^{(i)} \leq b\right) \tag{4.9}
\end{equation*}
$$

By the Bennett inequality (4.2) again, we have

$$
E e^{\bar{W}^{(i)}} \leq \exp (e-2)
$$

and hence

$$
\begin{align*}
H_{2,2} & \leq\left(E e^{\bar{W}^{(i)}}\right)^{1 / 2}\left(\operatorname{Var}\left(\sum_{j \neq i}\left|\xi_{j}\right| \min \left(\delta,\left|\bar{\xi}_{j}\right|\right)\right)\right)^{1 / 2} \\
& \leq \exp (.5 e-1) \delta \leq 1.44 \delta . \tag{4.10}
\end{align*}
$$

As to the left hand side of (4.6), we have

$$
\begin{aligned}
E W^{(i)} f\left(\bar{W}^{(i)}\right) & \leq(b-a+2 \delta) E\left|W^{(i)}\right| e^{\bar{W}^{(i)} / 2} \\
& \leq(b-a+2 \delta)\left(E\left|W^{(i)}\right|^{2}\right)^{1 / 2} E e^{\bar{W}^{(i)}} \\
& \leq(b-a+2 \delta) \exp (e-2) \leq 2.06(b-a+2 \delta) .
\end{aligned}
$$

Combining the above inequalities yields

$$
\begin{aligned}
P\left(a \leq \bar{W}^{(i)} \leq b\right) & \leq \frac{e^{-a / 2}}{.45}\left(e^{\delta / 2} 2.06(b-a+2 \delta)+1.44 \delta\right) \\
& \leq \frac{e^{-a / 2}}{.45}\left(e^{.0425} 2.06(b-a+2 \delta)+1.44 \delta\right) \\
& \leq e^{-a / 2}(4.8(b-a)+12.76 \delta) \\
& \leq e^{-a / 2}(5(b-a)+7 \gamma) .
\end{aligned}
$$

This proves (4.1).
We also need the following moment inequality.

Lemma 4.2 Let $2<p \leq 3$, and $\left\{\eta_{i}, 1 \leq i \leq n\right\}$ be independent random variables with $E \eta_{i}=0$ and $E\left|\eta_{i}\right|^{p}<\infty$. Put $S_{n}=\sum_{i=1}^{n} \eta_{i}$ and $B_{n}^{2}=\sum_{i=1}^{n} E \eta_{i}^{2}$. Then

$$
\begin{equation*}
E\left|S_{n}\right|^{p} \leq(p-1) B_{n}^{p}+\sum_{i=1}^{n} E\left|\eta_{i}\right|^{p} \tag{4.11}
\end{equation*}
$$

Proof. Let $S_{n}^{(i)}=S_{n}-\eta_{i}$. Then

$$
\begin{aligned}
E\left|S_{n}\right|^{p}= & \sum_{i=1}^{n} E \eta_{i} S_{n}\left|S_{n}\right|^{p-2} \\
= & \sum_{i=1}^{n} E \eta_{i}\left(S_{n}\left|S_{n}\right|^{p-2}-S_{n}^{(i)}\left|S_{n}\right|^{p-2}\right)+\sum_{i=1}^{n} E \eta_{i}\left(S_{n}^{(i)}\left|S_{n}\right|^{p-2}-S_{n}^{(i)}\left|S_{n}^{(i)}\right|^{p-2}\right) \\
\leq & \sum_{i=1}^{n} E \eta_{i}^{2}\left|S_{n}\right|^{p-2}+\sum_{i=1}^{n} E\left|\eta_{i}\right|\left|S_{n}^{(i)}\right|\left\{\left(\left|S_{n}^{(i)}\right|+\left|\eta_{i}\right|\right)^{p-2}-\left|S_{n}^{(i)}\right|\right\} \\
\leq & \sum_{i=1}^{n} E \eta_{i}^{2}\left(\left|\eta_{i}\right|^{p-2}+\left|S_{n}^{(i)}\right|^{p-2}\right) \\
& +\sum_{i=1}^{n} E\left|\eta_{i}\right|\left|S_{n}^{(i)}\right|^{p-1}\left\{\left(1+\left|\eta_{i}\right| /\left|S_{n}^{(i)}\right|\right)^{p-2}-1\right\} \\
\leq & \left.\sum_{i=1}^{n} E\left|\eta_{i}\right|^{p}+\sum_{i=1}^{n} E \eta_{i}^{2} E\left|S_{n}^{(i)}\right|^{p-2}\right) \\
& +\sum_{i=1}^{n} E\left|\eta_{i}\right|\left|S_{n}^{(i)}\right|^{p-1}(p-2)\left|\eta_{i}\right| /\left|S_{n}^{(i)}\right| \\
= & \sum_{i=1}^{n} E\left|\eta_{i}\right|^{p}+(p-1) \sum_{i=1}^{n} E \eta_{i}^{2} E\left|S_{n}^{(i)}\right|^{p-2} \\
\leq & \sum_{i=1}^{n} E\left|\eta_{i}\right|^{p}+(p-1) \sum_{i=1}^{n} E \eta_{i}^{2}\left(E\left|S_{n}^{(i)}\right|^{2}\right)^{(p-2) / 2} \\
\leq & \sum_{i=1}^{n} E\left|\eta_{i}\right|^{p}+(p-1) B_{n}^{p},
\end{aligned}
$$

as desired.
We are now ready to prove the non-uniform Berry-Esseen inequality.

Theorem 4.1 There exists an absolute constant $C$ such that for every real number $z$,

$$
\begin{equation*}
|P(W \leq z)-\Phi(z)| \leq \frac{C \gamma}{1+|z|^{3}} . \tag{4.12}
\end{equation*}
$$

Proof. Without loss of generality, assume $z \geq 0$. By (4.11),

$$
P(W \geq z) \leq \frac{1+E|W|^{3}}{1+z^{3}} .
$$

So (4.12) holds if $\gamma \geq 1$, and we can assume $\gamma \leq 1$. Let

$$
\bar{\xi}_{i}=\xi_{i} I_{\left\{\xi_{i} \leq 1\right\}}, \bar{W}=\sum_{i=1}^{n} \bar{\xi}_{i}, \bar{W}^{(i)}=\bar{W}-\bar{\xi}_{i} .
$$

Observing that

$$
\begin{aligned}
\{W \geq z\} & =\left\{W \geq z, \max _{1 \leq i \leq n} \xi_{i}>1\right\} \cup\left\{W \geq z, \max _{1 \leq i \leq n} \xi_{i} \leq 1\right\} \\
& \subset\left\{W \geq z, \max _{1 \leq i \leq n} \xi_{i}>1\right\} \cup\{\bar{W} \geq z\}
\end{aligned}
$$

we have

$$
\begin{equation*}
P(W>z) \leq P(\bar{W}>z)+P\left(W>z, \max _{1 \leq i \leq n} \xi_{i}>1\right) \tag{4.13}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
P(\bar{W}>z) \leq P(W>z)+P\left(\bar{W}>z, \max _{1 \leq i \leq n} \xi_{i}>1\right) \tag{4.14}
\end{equation*}
$$

Note that

$$
\begin{aligned}
P & \left(W>z, \max _{1 \leq i \leq n} \xi_{i}>1\right) \\
& \leq \sum_{i=1}^{n} P\left(W>z, \xi_{i}>1\right) \\
& \leq \sum_{i=1}^{n} P\left(\xi_{i}>\max (1, z / 2)+\sum_{i=1}^{n} P\left(W^{(i)}>z / 2, \xi_{i}>1\right)\right. \\
& =\sum_{i=1}^{n} P\left(\xi_{i}>\max (1, z / 2)+\sum_{i=1}^{n} P\left(W^{(i)}>z / 2\right) P\left(\xi_{i}>1\right)\right. \\
& \leq \frac{\gamma}{\max (1, z / 2)^{3}}+\sum_{i=1}^{n} \frac{\left(1+E\left|W^{(i)}\right|^{3}\right)}{1+(z / 2)^{3}} E\left|\xi_{i}\right|^{3} \\
& \leq \frac{C \gamma}{1+z^{3}},
\end{aligned}
$$

here and in the sequel, $C$ denotes an absolute constant but whose value may be different at each appearance. Similarly,

$$
\begin{aligned}
P & \left(\bar{W}>z, \max _{1 \leq i \leq n} \xi_{i}>1\right) \\
& \leq \sum_{i=1}^{n} P\left(\bar{W}>z, \xi_{i}>1\right) \\
& =\sum_{i=1}^{n} P\left(\bar{W}^{(i)}>z-\xi_{i} I_{\left\{\xi_{i} \leq 1\right\}}, \xi_{i}>1\right) \\
& =\sum_{i=1}^{n} P\left(\bar{W}^{(i)}>z, \xi_{i}>1\right) \\
& =\sum_{i=1}^{n} P\left(\bar{W}^{(i)}>z\right) P\left(\xi_{i}>1\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq e^{-z / 2} \sum_{i=1}^{n} E e^{\bar{W}^{(i)} / 2} P\left(\xi_{i}>1\right) \\
& \leq 2 e^{-z / 2} \gamma \leq \frac{C \gamma}{1+z^{3}}
\end{aligned}
$$

by (4.2). Thus, to prove (4.1), it suffices to show that

$$
\begin{equation*}
|P(\bar{W} \leq z)-\Phi(z)| \leq C e^{-z / 2} \gamma \tag{4.15}
\end{equation*}
$$

Let $f_{z}$ be the Stein solution to (2.2) and define

$$
\bar{K}_{i}(t)=E \bar{\xi}_{i}\left(I_{\left\{0 \leq t \leq \bar{\xi}_{i}\right\}}-I_{\left\{\bar{\xi}_{i} \leq t<0\right\}}\right)
$$

Following the proof of (2.27) and noting that $\bar{\xi}_{i} \leq 1$, we have

$$
E \bar{W} f_{z}(\bar{W})=\sum_{i=1}^{n} E \int_{-\infty}^{1} f_{z}^{\prime}\left(\bar{W}^{(i)}+t\right) \bar{K}_{i}(t) d t+\sum_{i=1}^{n} E \bar{\xi}_{i} E f_{z}\left(\bar{W}^{(i)}\right)
$$

From

$$
\sum_{i=1}^{n} \int_{-\infty}^{1} \bar{K}_{i}(t) d t=\sum_{i=1}^{n} E \bar{\xi}_{i}^{2}=1-\sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\xi_{i}>1\right\}}
$$

we obtain that

$$
\begin{align*}
& P(\bar{W} \leq z)-\Phi(z) \\
&= E f_{z}^{\prime}(\bar{W})-E \bar{W} f_{z}(\bar{W}) \\
&= \sum_{i=1}^{n} E \xi_{i}^{2} I_{\left\{\xi_{i}>1\right\}} E f_{z}^{\prime}(\bar{W}) \\
&+\sum_{i=1}^{n} E \int_{-\infty}^{1}\left[f_{z}^{\prime}\left(\bar{W}^{(i)}+\bar{\xi}_{i}\right)-f_{z}^{\prime}\left(\bar{W}^{(i)}+t\right)\right] \bar{K}_{i}(t) d t \\
&+\sum_{i=1}^{n} E \xi_{i} I_{\left\{\xi_{i}>1\right\}} E f_{z}\left(\bar{W}^{(i)}\right) \\
&:= R_{1}+R_{2}+R_{3} . \tag{4.16}
\end{align*}
$$

By (2.13), (2.8) and (4.2),

$$
\begin{aligned}
E\left|f_{z}^{\prime}(\bar{W})\right| & =E\left|f_{z}^{\prime}(\bar{W})\right| I_{\{\bar{W} \leq z / 2\}}+E\left|f_{z}^{\prime}(\bar{W})\right| I_{\{\bar{W}>z / 2\}} \\
& \leq\left(1+\sqrt{2 \pi}(z / 2) e^{z^{2} / 8}\right)(1-\Phi(z))+P(\bar{W}>z / 2) \\
& \leq\left(1+\sqrt{2 \pi}(z / 2) e^{z^{2} / 8}\right)(1-\Phi(z))+e^{-z / 2} E e^{\bar{W}} \\
& \leq C e^{-z / 2}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|R_{1}\right| \leq C \gamma e^{-z / 2} \tag{4.17}
\end{equation*}
$$

Similarly, we have $E f_{z}\left(\bar{W}^{(i)}\right) \leq C e^{-z / 2}$ and

$$
\begin{equation*}
\left|R_{3}\right| \leq C \gamma e^{-z / 2} \tag{4.18}
\end{equation*}
$$

To estimate $R_{2}$, write

$$
R_{2}=R_{2,1}+R_{2,2}
$$

where

$$
\begin{aligned}
R_{2,1} & =\sum_{i=1}^{n} E \int_{-\infty}^{1}\left[I_{\left\{\bar{W}^{(i)}+\bar{\xi}_{i \leq z\}}\right.}-I_{\left\{\bar{W}^{(i)}+t \leq z\right\}} \bar{K}_{i}(t) d t\right. \\
R_{2,2} & =\sum_{i=1}^{n} E \int_{-\infty}^{1}\left[\left(\bar{W}^{(i)}+\bar{\xi}_{i}\right) f_{z}\left(\bar{W}^{(i)}+\bar{\xi}_{i}\right)-\left(\bar{W}^{(i)}+t\right) f_{z}\left(\bar{W}^{(i)}+t\right)\right] \bar{K}_{i}(t) d t
\end{aligned}
$$

By Proposition 4.1,

$$
\begin{align*}
R_{2,1} & \leq \sum_{i=1}^{n} E \int_{-\infty}^{1} I_{\left\{\bar{\xi}_{i} \leq t\right\}} P\left(z-t<\bar{W}^{(i)} \leq z-\bar{\xi}_{i} \mid \bar{\xi}_{i}\right) \bar{K}_{i}(t) d t \\
& \leq C \sum_{i=1}^{n} E \int_{-\infty}^{1} e^{-(z-t) / 2}\left(\left|\bar{\xi}_{i}\right|+|t|+\gamma\right) \bar{K}_{i}(t) d t \\
& \leq C e^{-z / 2} \gamma . \tag{4.19}
\end{align*}
$$

From Lemma 4.3 below it follows that

$$
\begin{align*}
R_{2,2} & \leq \sum_{i=1}^{n} E \int_{-\infty}^{1} I_{\left\{t \leq \bar{\xi}_{i}\right\}}\left[E\left(\left\{\bar{W}^{(i)}+\bar{\xi}_{i}\right\} f_{z}\left(\bar{W}^{(i)}+\bar{\xi}_{i}\right) \mid \bar{\xi}_{i}\right)-E\left(\bar{W}^{(i)}+t\right) f_{z}\left(\bar{W}^{(i)}+t\right)\right] \bar{K}_{i}(t) d t \\
& \leq C e^{-z / 2} \sum_{i=1}^{n} E \int_{-\infty}^{1}\left(\left|\bar{\xi}_{i}\right|+|t|\right) \bar{K}_{i}(t) d t \\
& \leq C e^{-z / 2} \gamma . \tag{4.20}
\end{align*}
$$

Therefore

$$
\begin{equation*}
R_{2} \leq C e^{-z / 2} \gamma \tag{4.21}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
R_{2} \geq-C e^{-z / 2} \gamma \tag{4.22}
\end{equation*}
$$

This proves the theorem.

We remain to prove the following lemma.

Lemma 4.3 For $s<t \leq 1$ we have

$$
\begin{align*}
& E\left(\bar{W}^{(i)}+t\right) f_{z}\left(\bar{W}^{(i)}+t\right)-E\left(\bar{W}^{(i)}+s\right) f_{z}\left(\bar{W}^{(i)}+s\right) \\
& \quad \leq C e^{-z / 2}(|s|+|t|) \tag{4.23}
\end{align*}
$$

Proof. Let $g(w)=\left(w f_{z}(w)\right)^{\prime}$. Then

$$
E\left(\bar{W}^{(i)}+t\right) f_{z}\left(\bar{W}^{(i)}+t\right)-E\left(\bar{W}^{(i)}+s\right) f_{z}\left(\bar{W}^{(i)}+s\right)=\int_{s}^{t} E g\left(\bar{W}^{(i)}+u\right) d u
$$

From the definition of $g$ and $f_{z}$, we get

$$
g(w)= \begin{cases}\left(\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2}(1-\Phi(w))-w\right) \Phi(z), & w \geq z \\ \left(\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)+w\right)(1-\Phi(z)), & w<z\end{cases}
$$

By (2.6), $g(w) \geq 0$ for all real $w$. A direct calculation shows that

$$
\left.\sqrt{2 \pi}\left(1+w^{2}\right) e^{w^{2} / 2} \Phi(w)\right)+w \leq 2 \text { for } w \leq 0
$$

Thus, we have

$$
g(w) \leq \begin{cases}4\left(1+z^{2}\right) e^{z^{2} / 8}(1-\Phi(z)) & \text { if } w \leq z / 2 \\ 4\left(1+z^{2}\right) e^{z^{2} / 2}(1-\Phi(z)) & \text { if } w>z / 2\end{cases}
$$

Hence, by (4.2)

$$
\begin{aligned}
E g\left(W^{(i)}+u\right) & =E g\left(W^{(i)}+u\right) I_{\left\{W^{(i)}+u \leq z / 2\right\}}+E g\left(W^{(i)}+u\right) I_{\left\{W^{(i)}+u>z / 2\right\}} \\
& \leq 4\left(1+z^{2}\right) e^{z^{2} / 8}(1-\Phi(z))+4\left(1+z^{2}\right) e^{z^{2} / 2}(1-\Phi(z)) P\left(W^{(i)}+u>z / 2\right) \\
& \leq C e^{-z / 2}+C(1+z) e^{-z+2 u} E e^{2 W^{(i)}} \\
& \leq C e^{-z / 2}+C(1+z) e^{-z} E e^{2 W^{(i)}} \quad \text { since } u \leq 1 \\
& \leq C e^{-z / 2}
\end{aligned}
$$

which gives

$$
E\left(\bar{W}^{(i)}+t\right) f_{z}\left(\bar{W}^{(i)}+t\right)-E\left(\bar{W}^{(i)}+s\right) f_{z}\left(\bar{W}^{(i)}+s\right) \leq C e^{-z / 2}(|s|+|t|)
$$

This proves (4.23).

## 5 Uniform and Non-uniform Bounds under Local Dependence

In this section we discuss normal approximation under local dependence using Stein's method. Our aim is to establish optimal uniform and non-uniform Berry-Esseen bounds under local dependence. Local dependence is more general than m-dependence for sequences of random variables. It applies to random variables with arbitrary index set, such as those indexed by the vertices of a graph with dependence defined in terms of common edges.

Throughout this section let $\mathcal{J}$ be an index set and $\left\{\xi_{i}, i \in \mathcal{J}\right\}$ be a random field with zero means and finite variances, and let $n$ be the cardinality of $\mathcal{J}$. Define $W=\sum_{i \in \mathcal{J}} \xi_{i}$ and assume that $\operatorname{Var}(W)=1$.

For $A \subset \mathcal{J}$, let $\xi_{A}$ denote $\left\{\xi_{i}, i \in A\right\}, A^{c}=\{j \in \mathcal{J}: j \notin A\}$, and $|A|$ the cardinality of $A$.
We first introduce dependence assumptions.
(LD1) For each $i \in \mathcal{J}$ there exists $A_{i} \subset \mathcal{J}$ such that $\xi_{i}$ and $\xi_{A_{i}^{c}}$ are independent.
(LD2) For each $i \in \mathcal{J}$ there exist $A_{i} \subset B_{i} \subset \mathcal{J}$ such that $\xi_{i}$ is independent of $\xi_{A_{i}^{c}}$ and $\xi_{A_{i}}$ is independent of $\xi_{B_{i}^{c}}$.
(LD3) For each $i \in \mathcal{J}$ there exist $A_{i} \subset B_{i} \subset C_{i} \subset \mathcal{J}$ such that $\xi_{i}$ is independent of $\xi_{A_{i}^{c}}$, $\xi_{A_{i}}$ is independent of $\xi_{B_{i}^{c}}$, and $\xi_{B_{i}}$ is independent of $\xi_{C_{i}^{c}}$.
$\left(L D 4^{*}\right)$ For each $i \in \mathcal{J}$ there exist $A_{i} \subset B_{i} \subset B_{i}^{*} \subset C_{i}^{*} \subset D_{i}^{*} \subset \mathcal{J}$ such that $\xi_{i}$ is independent of $\xi_{A_{i}^{c}}$, $\xi_{A_{i}}$ is independent of $\xi_{B_{i}^{c}}, \xi_{A_{i}}$ is independent of $\left\{\xi_{A_{j}}, j \in B_{i}^{* c}\right\},\left\{\xi_{A_{l}}, l \in B_{i}^{*}\right\}$ is independent of $\left\{\xi_{A_{j}}, j \in C_{i}^{* c}\right\}$, and $\left\{\xi_{A_{l}}, l \in C_{i}^{*}\right\}$ is independent of $\left\{\xi_{A_{j}}, j \in D_{i}^{* c}\right\}$.

It is clear that $\left(L D 4^{*}\right)$ implies $(L D 3),(L D 3)$ yields $(L D 2)$ and $(L D 1)$ is the weakest assumption. Roughly speaking, $\left(L D 4^{*}\right)$ is a version of $(L D 3)$ for $\left\{\xi_{A_{i}}, i \in \mathcal{J}\right\}$. On the other hand, (LD1) in many cases actually implies (LD2), (LD3) and (LD4*) and $B_{i}, C_{i}, B_{i}^{*}, C_{i}^{*}$ and $D_{i}^{*}$ could be chosen as: $B_{i}=\cup_{j \in A_{i}} A_{j}, C_{i}=\cup_{j \in B_{i}} A_{j}, B_{i}^{*}=\cup_{j \in A_{i}} B_{j}, C_{i}^{*}=\cup_{j \in B_{i}^{*}} B_{j}$ and $D_{i}^{*}=\cup_{j \in C_{i}^{*}} B_{j}$.

We first present a general uniform Berry-Esseen bound under assumption (LD2).

Theorem 5.1 Let $N\left(B_{i}\right)=\left\{j \in \mathcal{J}: B_{j} B_{i} \neq \emptyset\right\}$ and $2<p \leq 4$. Assume that (LD2) is satisfied with $\left|N\left(B_{i}\right)\right| \leq \kappa$. Then

$$
\left.\sup _{z}|P(W \leq z)-\Phi(z)| \leq(13+11 \kappa) \sum_{i \in \mathcal{J}}\left(E\left|\xi_{i}\right|^{3 \wedge p}+E\left|Y_{i}\right|^{3 \wedge p}\right)+2.5\left(\kappa \sum_{i \in \mathcal{J}}\left(E\left|\xi_{i}\right|^{p}+E\left|Y_{i}\right|^{p}\right)\right)^{1 / 2}\right\}
$$

where $Y_{i}=\sum_{j \in A_{i}} \xi_{j}$. In particular, if $E\left|\xi_{i}\right|^{p}+E\left|Y_{i}\right|^{p} \leq \theta^{p}$ for some $\theta>0$ and for each $i \in \mathcal{J}$, then

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq(13+11 \kappa) n \theta^{3 \wedge p}+2.5 \theta^{p / 2} \sqrt{\kappa n}, \tag{5.1}
\end{equation*}
$$

where $n=|\mathcal{J}|$.
Note that in many cases $\kappa$ is bounded and $\theta$ is of order of $n^{-1 / 2}$. In those cases $\kappa n \theta^{3 \wedge p}+$ $\theta^{p / 2} \sqrt{\kappa n}=O\left(n^{-(p-2) / 4}\right)$, which is of the best possible order of $n^{-1 / 2}$ when $p=4$. However, the cost is the existence of fourth moments. To reduce the assumption on moments, we need the stronger condition (LD3).

Theorem 5.2 Suppose that (LD3) is satisfied. Let $2<p \leq 3$. Assume that (LD3) is satisfied with $\left|N\left(C_{i}\right)\right| \leq \kappa$, where $N\left(C_{i}\right)=\left\{j \in \mathcal{J}: C_{i} B_{j} \neq \emptyset\right\}$. Then

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 75 \kappa^{p-1} \sum_{i \in \mathcal{J}} E\left|\xi_{i}\right|^{p} . \tag{5.2}
\end{equation*}
$$

We now present a general non-uniform bound for locally dependent random fields $\left\{\xi_{i}, i \in \mathcal{J}\right\}$ under $\left(L D 4^{*}\right)$.

Theorem 5.3 Assume that $E\left|\xi_{i}\right|^{p}<\infty$ for $2<p \leq 3$ and that (LD4*) is satisfied. Let $\kappa=$ $\max _{i \in \mathcal{J}} \max \left(\left|D_{i}^{*}\right|,\left|\left\{j: i \in D_{j}^{*}\right\}\right|\right)$. Then

$$
\begin{equation*}
|P(W \leq z)-\Phi(z)| \leq C \kappa^{p}(1+|z|)^{-p} \sum_{i \in \mathcal{J}} E\left|\xi_{i}\right|^{p}, \tag{5.3}
\end{equation*}
$$

where $C$ is an absolute constant.

The above results can immediately be applied to $m$-dependent random fields. Let $d \geq 1$ and $Z^{d}$ denote the d-dimensional space of positive integers. The distance between two points $i=\left(i_{1}, \cdots, i_{d}\right)$ and $j=\left(j_{1}, \cdots, j_{d}\right)$ in $Z^{d}$ is defined by $|i-j|=\max _{1 \leq l \leq d}\left|i_{l}-j_{l}\right|$ and the distance between two subsets $A$ and $B$ of $Z^{d}$ is defined by $\rho(A, B)=\inf \{|i-j|: i \in A, j \in B\}$. For a given subset $\mathcal{J}$ of $Z^{d}$, a set of random variables $\left\{\xi_{i}, i \in \mathcal{J}\right\}$ is said to be an $m$-dependent random field if $\left\{\xi_{i}, i \in A\right\}$ and $\left\{\xi_{j}, j \in B\right\}$ are independent whenever $\rho(A, B)>m$, for any subsets $A$ and $B$ of $\mathcal{J}$.

Thus choosing $A_{i}=\{j:|j-i| \leq m\} \cap \mathcal{J}, B_{i}=\{j:|j-i| \leq 2 m\} \cap \mathcal{J}, C_{i}=\{j:|j-i| \leq$ $3 m\} \cap \mathcal{J}, B_{i}^{*}=\{j:|j-i| \leq 3 m\} \cap \mathcal{J}, C_{i}^{*}=\{j:|j-i| \leq 4 m\} \cap \mathcal{J}$, and $D_{i}^{*}=\{j:|j-i| \leq 5 m\} \cap \mathcal{J}$ in Theorems 5.2 and 5.3 yields a uniform and a non-uniform bound.

Theorem 5.4 Let $\left\{\xi_{i}, i \in \mathcal{J}\right\}$ be an $m$-dependent random fields with zero means and finite $E\left|\xi_{i}\right|^{p}<$ $\infty$ for $2<p \leq 3$. Then

$$
\begin{equation*}
\sup _{z}|P(W \leq z)-\Phi(z)| \leq 75(10 m+1)^{(p-1) d} \sum_{i \in \mathcal{J}} E\left|\xi_{i}\right|^{p} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
|P(W \leq z)-\Phi(z)| \leq C(1+|z|)^{-p} 11^{p d}(m+1)^{(p-1) d} \sum_{i \in \mathcal{J}} E\left|\xi_{i}\right|^{p} \tag{5.5}
\end{equation*}
$$

where $C$ is an absolute constant.

The main idea of the proof is similar to that in Sections 3 and 4, first deriving a Stein identity and then uniform and non-uniform concentration inequalities. We outline some main steps in the proof and refer to Chen and Shao (2002) for details.

Define

$$
\begin{align*}
& \hat{K}_{i}(t)=\xi_{i}\left\{I\left(-Y_{i} \leq t<0\right)-I\left(0 \leq t \leq-Y_{i}\right)\right\}, K_{i}(t)=E \hat{K}_{i}(t), \\
& \hat{K}(t)=\sum_{i \in \mathcal{J}} \hat{K}_{i}(t), K(t)=E \hat{K}(t)=\sum_{i \in \mathcal{J}} K_{i}(t) . \tag{5.6}
\end{align*}
$$

We first derive a Stein identity for $W$. Let $f$ be a bounded absolutely continuous function. Then

$$
\begin{align*}
E\{W f(W)\} & =\sum_{i \in \mathcal{J}} E\left\{\xi_{i}\left(f(W)-f\left(W-Y_{i}\right)\right)\right\} \\
& =\sum_{i \in \mathcal{J}} E\left\{\xi_{i} \int_{-Y_{i}}^{0} f^{\prime}(W+t) d t\right\} \\
& =\sum_{i \in \mathcal{J}} E\left\{\int_{-\infty}^{\infty} f^{\prime}(W+t) \hat{K}_{i}(t) d t\right\} \\
& =E \int_{-\infty}^{\infty} f^{\prime}(W+t) \hat{K}(t) d t \tag{5.7}
\end{align*}
$$

and hence by the fact that $\int_{-\infty}^{\infty} K(t) d t=E W^{2}=1$,

$$
\begin{aligned}
E f^{\prime}(W)-E W f(W)= & E \int_{-\infty}^{\infty} f^{\prime}(W) K(t) d t-E \int_{-\infty}^{\infty} f^{\prime}(W+t) \hat{K}(t) d t \\
= & E \int_{-\infty}^{\infty}\left(f^{\prime}(W)-f^{\prime}(W+t)\right) K(t) d t \\
& +E f^{\prime}(W) \int_{-\infty}^{\infty}(K(t)-\hat{K}(t)) d t+E \int_{-\infty}^{\infty}\left(f^{\prime}(W+t)-f^{\prime}(W)\right)(K(t)-\hat{K}(t)) d t \\
:= & R_{1}+R_{2}+R_{3} .
\end{aligned}
$$

Now let $f=f_{z}$ be the Stein solution (2.3). Then

$$
\begin{aligned}
\left|R_{1}\right| \leq & E \int_{-\infty}^{\infty}(|W|+1)|t||K(t)| d t \\
& +\left|E \int_{-\infty}^{\infty}\left(I_{\{W \leq z\}}-I_{\{W+t \leq z\}}\right) K(t) d t\right| \\
\leq & 0.5 \sum_{i=1}^{n} E(|W|+1)\left|\xi_{i}\right| Y_{i}^{2}+\int_{-\infty}^{\infty} P(z-\max (t, 0) \leq W \leq z-\min (t, 0)) K(t) d t \\
:= & R_{1,1}+R_{1,2}
\end{aligned}
$$

Estimating $R_{1,1}$ is not so difficult, while $R_{1,2}$ can be estimated via a concentration inequality given below.

Observe that

$$
R_{2}=E f^{\prime}(W) \sum_{i=1}^{n}\left(\xi_{i} Y_{i}-E\left(\xi_{i} Y_{i}\right)\right)
$$

which can also be estimated easily. The main difficulty arises from estimating $R_{3}$. The reader may refer to Chen and Shao (2002) for details.

At the end this section, we give the simplest non-uniform concentration inequality in the paper Chen and Shao (2002) and provide a detailed proof to illustrate the difficulty for dependent variables.

Proposition 5.1 Assume (LD1). Then for any real numbers $a<b$,

$$
\begin{equation*}
P(a \leq W \leq b) \leq 0.625(b-a)+4 r_{1}+4 r_{2}, \tag{5.8}
\end{equation*}
$$

where $r_{1}=\sum_{i \in \mathcal{J}} E\left|\xi_{i}\right| Y_{i}^{2}$ and $r_{2}=\int_{-\infty}^{\infty} \operatorname{Var}(\hat{K}(t)) d t$.
Proof. Let $\alpha=r_{1}$ and define

$$
f(w)= \begin{cases}-(b-a+\alpha) / 2 & \text { for } w \leq a-\alpha  \tag{5.9}\\ \frac{1}{2 \alpha}(w-a+\alpha)^{2}-(b-a+\alpha) / 2 & \text { for } a-\alpha<w \leq a \\ w-(a+b) / 2 & \text { for } a<w \leq b \\ -\frac{1}{22}(w-b-\alpha)^{2}+(b-a+\alpha) / 2 & \text { for } b<w \leq b+\alpha \\ (b-a+\alpha) / 2 & \text { for } w>b+\alpha\end{cases}
$$

Then $f^{\prime}$ is a continuous function given by

$$
f^{\prime}(w)= \begin{cases}1, & \text { for } a \leq w \leq b \\ 0, & \text { for } w \leq a-\alpha \text { or } w \geq b+\alpha, \\ \text { linear, } & \text { for } a-\alpha \leq w \leq a \text { or } b \leq w \leq b+\alpha\end{cases}
$$

Clearly $|f(w)| \leq(b-a+\alpha) / 2$. With this $f, Y_{i}$, and $\hat{K}(t)$ and $K(t)$ as defined in (5.6), we have by (5.7)

$$
\begin{align*}
(b-a+\alpha) / 2 \geq & E W f(W)=E \int_{-\infty}^{\infty} f^{\prime}(W+t) \hat{K}(t) d t \\
:= & E f^{\prime}(W) \int_{-\infty}^{\infty} K(t) d t+E \int_{-\infty}^{\infty}\left(f^{\prime}(W+t)-f^{\prime}(W)\right) K(t) d t \\
& +E \int_{-\infty}^{\infty} f^{\prime}(W+t)(\hat{K}(t)-K(t)) d t \\
:= & H_{1}+H_{2}+H_{3} . \tag{5.10}
\end{align*}
$$

Clearly,

$$
\begin{equation*}
H_{1}=E f^{\prime}(W) \geq P(a \leq W \leq b) \tag{5.11}
\end{equation*}
$$

By the Cauchy inequality,

$$
\begin{align*}
\left|H_{3}\right| & \leq(1 / 8) E \int_{-\infty}^{\infty}\left[f^{\prime}(W+t)\right]^{2} d t+2 E \int_{-\infty}^{\infty}(\hat{K}(t)-K(t))^{2} d t \\
& \leq(b-a+2 \alpha) / 8+2 r_{2} \tag{5.12}
\end{align*}
$$

To bound $H_{2}$, let

$$
L(\alpha)=\sup _{x \in R} P(x \leq W \leq x+\alpha)
$$

Then by writing

$$
\begin{aligned}
H_{2}= & E \int_{0}^{\infty} \int_{0}^{t} f^{\prime \prime}(W+s) d s K(t) d t-E \int_{-\infty}^{0} \int_{t}^{0} f^{\prime \prime}(W+s) d s K(t) d t \\
= & \alpha^{-1} \int_{0}^{\infty} \int_{0}^{t}\{P(a-\alpha \leq W+s \leq a)-P(b \leq W+s \leq b+\alpha)\} d s K(t) d t \\
& -\alpha^{-1} \int_{-\infty}^{0} \int_{t}^{0}\{P(a-\alpha \leq W+s \leq a)-P(b \leq W+s \leq b+\alpha)\} d s K(t) d t
\end{aligned}
$$

we have

$$
\begin{align*}
\left|H_{2}\right| & \leq \alpha^{-1} \int_{0}^{\infty} \int_{0}^{t} L(\alpha) d s|K(t)| d t+\alpha^{-1} \int_{-\infty}^{0} \int_{t}^{0} L(\alpha) d s|K(t)| d t  \tag{5.13}\\
& =\alpha^{-1} L(\alpha) \int_{-\infty}^{\infty}|t K(t)| d t \leq 0.5 \alpha^{-1} r_{1} L(\alpha)=0.5 L(\alpha)
\end{align*}
$$

It follows from (5.10) - (5.13) that

$$
\begin{equation*}
P(a \leq W \leq b) \leq 0.625(b-a)+0.75 \alpha+2 r_{2}+0.5 L(\alpha) \tag{5.14}
\end{equation*}
$$

Substituting $a=x$ and $b=x+\alpha$ in (5.14), we obtain

$$
L(\alpha) \leq 1.375 \alpha+2 r_{2}+0.5 L(\alpha)
$$

and hence

$$
\begin{equation*}
L(\alpha) \leq 2.75 \alpha+4 r_{2} . \tag{5.15}
\end{equation*}
$$

Finally combining (5.14) and (5.15), we obtain (5.8).

## 6 Exchangeable Pair Approach

Let $W$ be a random variable which is not necessary the partial sum of independent random variables. Suppose that $W$ is approximately normal, we want to get the rate of convergence. Another basic approach of Stein's method is via introducing an exchangeable pair $(W, \hat{W})$. That is, $(W, \hat{W})$ and $(\hat{W}, W)$ have the same distribution. The approach is based on the fact that for all antisymmetric measurable function $g(x, y)$

$$
\begin{equation*}
E g(W, \hat{W})=0 \tag{6.1}
\end{equation*}
$$

provided the expected value exists.
A key identity is the following lemma.
Lemma 6.1 Let $(W, \hat{W})$ be an exchangeable pair of real random variables such that

$$
\begin{equation*}
E(\hat{W} \mid W)=(1-\lambda) W, E(\hat{W}-W)^{2}=2 \lambda, \tag{6.2}
\end{equation*}
$$

where $0<\lambda<1$. Then for every piecewise continuous function $f$ satisfying $|f(w)| \leq C(1+|w|)$, we have

$$
\begin{equation*}
E W f(W)=\frac{1}{2 \lambda} E(W-\hat{W})(f(W)-f(\hat{W})) . \tag{6.3}
\end{equation*}
$$

Proof. By (6.1),

$$
\begin{aligned}
0 & =E(W-\hat{W})(f(\hat{W})+f(W)) \\
& =E(W-\hat{W})(f(\hat{W})-f(W))+2 E f(W)(W-\hat{W}) \\
& =E(W-\hat{W})(f(\hat{W})-f(W))+2 E\{f(W) E(W-\hat{W} \mid W)\} \\
& =E(W-\hat{W})(f(\hat{W})-f(W))+2 \lambda E W f(W)
\end{aligned}
$$

which gives (6.3).
Now we prove

Theorem 6.1 Let $h$ be absolute continuous with bounded $h^{\prime}$. Then under the condition of Lemma 6.1

$$
\begin{equation*}
|E h(W)-E h(Z)| \leq 2 \sup _{x}|h(x)-E h(Z)| E\left|1-\frac{1}{2 \lambda} E\left((\hat{W}-W)^{2} \mid W\right)\right|+\frac{1}{4 \lambda} \sup _{x}\left|h^{\prime}(x)\right| E|W-\hat{W}|^{3} . \tag{6.4}
\end{equation*}
$$

Proof. Let $f=f_{h}$ be the Stein solution in (2.5) and define

$$
\hat{K}(t)=(W-\hat{W})\left(I_{\{-(W-\hat{W}) \leq t \leq 0\}}-I_{\{0<t \leq-(W-\hat{W})\}}\right) .
$$

By (6.3),

$$
E W f(W)=\frac{1}{2 \lambda} E \int_{-(W-\hat{W})}^{0} f^{\prime}(W+t)(W-\hat{W}) d t=\frac{1}{2 \lambda} E \int_{-\infty}^{\infty} f^{\prime}(W+t) \hat{K}(t) d t
$$

and

$$
E f^{\prime}(W)=E f^{\prime}(W)\left(1-\frac{1}{2 \lambda}(W-\hat{W})^{2}\right)+\frac{1}{2 \lambda} E \int_{-\infty}^{\infty} f^{\prime}(W) \hat{K}(t) d t
$$

Therefore

$$
\begin{aligned}
|E h(W)-E h(Z)|= & \left|E f^{\prime}(W)-E W f(W)\right| \\
= & \left|E f^{\prime}(W)\left(1-\frac{1}{2 \lambda}(W-\hat{W})^{2}\right)+\frac{1}{2 \lambda} E \int_{-\infty}^{\infty}\left(f^{\prime}(W)-f^{\prime}(W+t)\right) \hat{K}(t) d t\right| \\
\leq & \left|E\left\{f^{\prime}(W)\left(1-\frac{1}{2 \lambda} E\left((W-\hat{W})^{2} \mid W\right)\right)\right\}\right| \\
& +\frac{1}{2 \lambda} E\left|\int_{-\infty}^{\infty}\left(f^{\prime}(W)-f^{\prime}(W+t)\right) \hat{K}(t) d t\right| \\
\leq & 2 \sup _{x}|h(x)-E h(Z)| E \left\lvert\,\left(\left.1-\frac{1}{2 \lambda} E\left((W-\hat{W})^{2} \mid W\right) \right\rvert\,\right.\right. \\
& +\frac{1}{2 \lambda} \sup _{x}\left|h^{\prime}(x)\right| E\left|\int_{-\infty}^{\infty}\right| t|\hat{K}(t) d t| \quad[b y(2.17) \text { and }(2.19)] \\
= & 2 \sup _{x}|h(x)-E h(Z)| E\left|1-\frac{1}{2 \lambda} E\left((\hat{W}-W)^{2} \mid W\right)\right|+\frac{1}{4 \lambda} \sup _{x}\left|h^{\prime}(x)\right| E|W-\hat{W}|^{3}
\end{aligned}
$$

as desired.
We end this section with the following example to show how to estimate the bound in the above theorem. Let $\xi_{i}$ be independent random variables with zero means and $\sum_{i=1}^{n} E \xi_{i}^{2}=1$, and put $W=\sum_{i=1}^{n} \xi_{i}$. Let $\left\{\eta_{i}^{*}, 1 \leq i \leq n\right\}$ be an independent copy of $\left\{\xi_{i}, 1 \leq i \leq n\right\}$, and $I$ have uniform distribution on $\{1,2, \cdots, n\}$. Assume that $I,\left\{\xi_{i}\right\},\left\{\xi_{i}^{*}\right\}$ are independent. Define $\hat{W}=W-X_{I}+X_{I}^{*}$. Then $(W, \hat{W})$ is an exchangeable pair satisfying

$$
E(\hat{W} \mid W)=\left(1-\frac{1}{n}\right) W, \quad E(W-\hat{W})^{2}=\frac{2}{n}
$$

That means (6.2) is satisfied with $\lambda=1 / n$. Directly calculation also gives

$$
E|W-\hat{W}|^{3}=\frac{1}{n} \sum_{i=1}^{n} E\left|\xi_{i}-\xi_{i}^{*}\right|^{3} \leq(8 / n) \sum_{i=1}^{n} E\left|\xi_{i}\right|^{3}
$$

and

$$
E\left((W-\hat{W})^{2} \mid W\right)=\frac{1}{n}\left(1+\sum_{i=1}^{n} E\left(\xi_{i}^{2} \mid W\right)\right)
$$

Thus,

$$
\begin{aligned}
& E\left|1-\frac{1}{2 \lambda} E\left((\hat{W}-W)^{2} \mid W\right)\right| \\
& =(1 / 2) E\left|1-E\left(\sum_{i=1}^{n} \xi_{i}^{2} \mid W\right)\right| \\
& \quad \leq(1 / 2) E\left|\sum_{i=1}^{n}\left(\xi_{i}^{2}-E \xi_{i}^{2}\right)\right|
\end{aligned}
$$

So the bound is sharp if the fourth moment of $\xi_{i}$ exists.
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