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The talk concerns three topics.

1. First, we touch briefly on asymptotic expansions for the distribution of sums in the case of dependency-
neighborhoods chain structures with strong mixing.

2. The results on this and next topic were obtained jointly with Yurii A. Davydov. We consider a
general theory for convergence

Pn −Qn → 0 as n →∞,

where Pn and Qn are probability measures in a complete separable metric space. The main point
is that the sequences {Pn} and {Qn} are not assumed to be tight. We compare different possible
definitions of the above convergence, and establish some general properties. The results obtained
complement and, to a certain extent, develop the theory built in works of D’Aristotile, Diaconis,
and Freedman [1], and Dudley [2, Chapter 11].

3. The third part concerns the invariance principle without the classical condition of asymptotic neg-
ligibility of individual terms. More precisely, let independent r.v.’s {ξnj} and {ηnj} be such that

E{ξnj} = E{ηnj} = 0, E{ξ2
nj} = E{η2

nj} = σ2
nj ,

∑

j

σ2
nj = 1,

and let the r.v.’s {ηnj} be normal. We set

Skn =
k∑

j=1

ξnj , Ykn =
k∑

j=1

ηnj , tkn =
k∑

j=1

σ2
nj .

Let Xn(t) and Yn(t) be continuous piecewise linear random functions with vertices at (tkn, Skn) and
(tkn, Zkn), respectively, and let Pn and Qn be the respective distributions of the processes Xn(t)
and Yn(t) in C[0, 1]. The goal is to establish necessary and sufficient conditions for convergence of
Pn − Qn to zero measure not involving the condition of the asymptotic negligibility of the r.v.’s
{ξnj} and {ηnj}.
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