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Overview:

Part 1: Extremal Particles in Branching Brownian Motion.

Part 2: Branching Brownian Motion under Selection.

Part 1

• Branching Brownian motion (BBM) - Definition and basic properties.

• The F-KPP equation and its connection to BBM.

• The distribution of the maximum of BBM.

• Extremal particles in BBM

∗ Genealogy of extremal particles of BBM (cf. Arguin, Bovier and Kistler,

[ABK11]);
∗ Poissonian statistics in the extremal process of BBM (cf. [ABK12]).

Remark:

Following the bibliography, further slides are given relating to

• The extremal process of BBM (cf. [ABK13]);

• BBM seen from its tip (cf. Äıdékon, Berestycki, Brunet and Shi, [ABBS13]);

• Additional details, with pointers given by #.
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Branching Brownian Motion

Definition (Branching Brownian Motion (BBM))

• t = 0: single particle x1(0) starts at origin;

• moves as a Brownian motion (BM) in R1 until

• after (at) time τ ∼ Exp(1) it splits into

• two identical particles that start (both) at x1(τ) and

• move as two independent BMs each.

• Repeat.

The resulting process is a collection of a (random) number n(t) of particles(
x1(t), x2(t), . . . , xn(t)(t)

)
t≥0

=
{
xk(t) : k ≤ n(t)

}
t≥0

.

Note 1. n(τ) = 2.
Note 2. Here we use w.l.o.g. binary branching.
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Chapter 3
Position of the rightmost particle

We have seen M(t) = maxu2Nt Xu(t) the position of the rightmost particle can be
studied through the analysis of the KPP equation. In this section we start our ex-
ploration of the extremal point process of the branching Brownian motion by looking
at the asymptotic behavior of M(t).

Introduction The maximal particle

Some notation

We want to know about the position of the maximal (top-most) particle in
this picture.

Let N(t) be the set of particles alive at time t.

For u 2 N(t) and s  t, let Xu(s) be the position of the unique ancestor of u
that was alive at time s.

Define Mt = maxu�N(t) Xu(t).

Matt Roberts mattiroberts@gmail.com (McGill) Asymptotics for the frontier of BBM 9th September, 2011 5 / 16Figure 3.1: Position of Mt (Image by M. Roberts)

3.1 Kolmogorov’s and Bramson’s result

As we have seen in the previous chapter, u(t, x) = P0(M(t)  x) solves the F-KPP
equation with initial condition u(0, x) = 1{x>0}. The following is one of the result
proved in the original paper of Kolmogorov et al.

13

(see J. Berestycki (Lecture Notes, ”Topics on BBM”,

http://www.stats.ox.ac.uk/~berestyc/Articles/EBP18_v2.pdf), Image by Matt Roberts)
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Remark (see Bovier, [B15] for more respectively for references to literature)

1 There are connections to spin glass theory; in particular, Generalised
Random Energy models (GREM).

2 Many results can be extended to branching random walk.

3 Connection to extremes of the free Gaussian random field in d = 2.

4 Can be extended to variable speed BBM.

Remark (Genealogies of BBM)
Let

d(xk(t), x`(t)) ≡ inf{0 ≤ s ≤ t : xk(s) 6= x`(s)} = time (from 0) to MRCA

≡ unique time where the most recent common ancestor split

= time of death of longest surviving ancestor of both particles.

A BBM can then also be constructed as follows. Construct first a continuous
time Galton-Watson tree with binary branching. Let I(t) be the set of its leaves
at time t. Then, conditional on the GW-process, BBM is a Gaussian process
xk(t), k ∈ I(t) with

E[xk(t)] = 0 and Cov(xk(t), x`(t)) = d(xk(t), x`(t)).
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First Properties

1 E[n(t)] = et .

2 e−tn(t) is a martingale that converges, a.s. and in L1, to an exponential r.v.
of parameter 1.
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The F-KPP equation
Consider the partial differential equation

ut =
1

2
uxx + u2 − u, u = u(t, x) ∈ [0, 1], t ≥ 0, x ∈ R, u(0, x) = f (x). (1)

Set v = 1− u. Then this is a special case of the Kolmogorov-Petrovskii-Piskunov-(KPP)-

equation (also known as the Kolmogorov- or Fisher-equation).

Let
{
xk(t) : k ≤ n(t)

}
t≥0

be a BBM starting at 0 and f : R→ [0, 1]. Then

u(t, x) = E

n(t)∏
k=1

f (x − xk(t))


is the solution to the F-KPP equation (1) with u(0, x) = f (x).

Idea of proof: Branching property: Let pt(x) = 1√
2πt

e−x2/2t denote the Heat kernel. Then (use

that τ ∼ Exp(1), i.e. fτ (s) = 1{s≥0}e
−s and P(τ > t) = e−t)

u(t, x) = e−t
∫

pt(z)f (x − z)dz +

∫ t

0
e−s

∫
ps(z)u2(t − s, x − z)dzds.

Now differentiate w.r.t. t, use integration by parts and ∂
∂t

pt(x) = ∂2

∂x∂x

pt (x)
2

.
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ut =
1

2
uxx + u2 − u, u(0, x) = f (x) has as solution u(t, x) = E

n(t)∏
k=1

f (x − xk (t))

 .
Example 1. Let M(t) ≡ maxk≤n(t) xk(t). With f (x) = 1[0,∞)(x) we obtain

u(t, x) = E

n(t)∏
k=1

1[0,∞)(x − xk(t))


= E

n(t)∏
k=1

1{xk (t)≤x}

 = P
(

max
k≤n(t)

xk(t) ≤ x
)

= P(M(t) ≤ x) = FM(t)(x).

Example 2. Let f (x) = e−φ(x), φ ∈ C+
c . Set Pt ≡

∑n(t)
k=1 δxk (t). Then

u(t, x) = E

n(t)∏
k=1

e−φ(x−xk (t))

 = E
[
e−

∫
φ(x−z)Pt(dz)

]
.
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The F-KPP equation revisited
Consider v(t, x) ≡ 1− u(t, x) instead of u(t, x). Then v(t, x) solves

vt =
1

2
vxx − v2 + v =

1

2
vxx + v(1− v), v(0, x) = 1− u(0, x). (2)

The Feynman-Kac formula yields the following representation for the linear
equation

vt =
1

2
vxx + k(t, x)v , v0(x) = v(0, x).

Namely,

v(t, x) = E
[

exp

(∫ t

0

k(t − s,Bx(s))ds

)
v(0,Bx(t))

]
= Ex

[
exp

(∫ t

0

k(t − s,B(s))ds

)
v(0,B(t))

]
.

Here, (Bx(t))t≥0 is a BM, starting in x ∈ R.
Bramson [B83] sets k(t, x) ≡ 1− v(t, x) with v solving (2). Then

v(t, x) = Ex

[
exp

(∫ t

0

(
1− v(t − s,B(s))

)
ds

)
v(0,B(t))

]
(”implicit description of v”).
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v(t, x) = Ex

[
exp

(∫ t

0
k(t − s,B(s))ds

)
v(0,B(t))

]
= Ex

[
exp

(∫ t

0

(
1− v(t − s,B(s))

)
ds

)
v(0,B(t))

]
.

Observations: (recall: 1− v(t, x) = u(t, x), u(0, x) = 1[0,∞)(x))

• ”v(t, x) is the weighted average of the different sample paths of BM.”

• 0 < k(t − s,B(s)) < 1,

• can show: limy→−∞ k(r , y) ≤ ε for r ≥ r(ε), limy→∞ k(r , y) = 1;

• i.e., for y large, weighting of path nearly maximal, for y small, insignificant.

• Transition near k(r , y) = 1/2 ⇐⇒ u(r , y) = 1/2
(preview: m(t) = sup{x : u(t, x) ≤ 1/2}+ O(1)).

Bramson [B83] distinguishes paths x(s), 0 ≤ s ≤ t according to

exp

(∫ t

0

k(t − s, x(s))

)
ds ∼ et or exp

(∫ t

0

k(t − s, x(s))

)
ds � et .
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How to calculate v(t, x)?

v(t, x) = E
[

exp

(∫ t

0

k(t − s,Bx(s))ds

)
v(0,Bx(t))

]
= E

[
E
[

exp

(∫ t

0

k(t − s,Bx(s))ds

)
v(0,Bx(t)) | Bx(t)

]]
=

∫ ∞
−∞

v(0, y)
e−(x−y)2/2t

√
2πt

E
[

exp
(∫ t

0

k(t − s, ztx,y (s))ds
)]

dy ,

where ztx,y denotes a Brownian bridge starting at x (at time 0) and ending at y
(at time t).

• A Brownian bridge has the distribution of a BM starting at x , conditional on
being in y at time t.

• zt0,0(s)≡B0(s)− s
tB

0(t), 0 ≤ s ≤ t is

• a Gaussian process (all finite-dim. distrib.s are normally distributed),
• a.s. continuous on [0, t], a strong Markov process and indep. of B0(t).

• ztx,y (s)
D
= zt0,0(s) + s

t y + t−s
t x , 0 ≤ s ≤ t.

• Var(zt0,0(s)) = s(t−s)
t with a maximum in the middle, Var(zt0,0(t/2)) = t/4.
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(Brownian Bridge, cf. https://www.researchgate.net/figure/228766780_fig2_

Figure-Sample-path-examples-of-a-Brownian-bridge-for-different-initial-and-final-states)
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The distribution of the maximum of BBM
Let us return to Example 1. Then u(t, x) = P(M(t) ≤ x) = P

(
maxk≤n(t) xk (t) ≤ x

)
solves

(1) with u(0, x) = 1[0,∞)(x).

As a result: 0 < u(t, x) < 1 for all x ∈ R, t > 0.
Take as centering term,

m(t) ≡
√

2t − 3

2
√

2
log(t), (in i.i.d. case

√
2t − 1

2
√

2
log(t) #1)

then m(t) = sup{x : u(t, x) ≤ 1/2}+ O(1) (cf. Bramson [B83], Roberts [R13]) and

P(M(t)−m(t) ≤ x) = u(t,m(t) + x)→ w(x) unif. in x as t →∞. (3)

Here, w(x) is the unique (up to translation) solution of the equation

1

2
wxx +

√
2wx + w2 − w = 0

satisfying 0 < w(x) < 1 for all x ∈ R and w(x)→ 0 as x → −∞, w(x)→ 1 as
x →∞.
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The derivative martingale
Lalley and Sellke [LS87] show: Let

Z (t) ≡
n(t)∑
k=1

(√
2t − xk(t)

)
e−
√

2
(√

2t−xk (t)
)

be the so-called derivative martingale, then

Z = lim
t→∞

Z (t) (4)

exists and is strictly positive a.s. Moreover, for some C > 0,

P(M(t)−m(t)≤x)
t→∞→ w(x) = E

[
exp

(
− CZe−

√
2x
)]

= E
[

exp
(
− e
−
√

2
(
x− log(CZ)√

2

))]
.

(5)
Note 1. The so-called Gumbel distribution has cumulative distribution function

FG (x) = P(G ≤ x) = exp
(
− e−(x−µ)/β

)
= exp

(
− eµ/βe−x/β

)
with parameters µ ∈ R, β > 0. Hence, w(x) represents a random shift of ”the”
Gumbel distribution with µ = 0 and β = 1/

√
2.

Note 2. 1− w(x) ∼ Cxe−
√

2x for x →∞.

Sandra Kliem (Univ. Duisburg-Essen) Extremal Particles in BBM 3. August, 2017 16 / 36



(Gumbel distribution, cf. https://en.wikipedia.org/wiki/Gumbel_distribution#/media/File:Gumbel-Density.svg

https://en.wikipedia.org/wiki/Gumbel_distribution#/media/File:Gumbel-Cumulative.svg)
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Additionally, [LS87] showed

Theorem
Suppose two independent BBMs

(
XA

1 (t), . . . ,XA
nA(t)(t)

)
and(

XB
1 (t), . . . ,XB

nB (t)(t)
)

are started at 0 respectively x < 0. Then, with probability

1, there exist finite random times tn, n ∈ N, tn →∞ such that

MA(tn) < MB(tn)

for all n ∈ N.
Idea of proof. Use (3), i.e. limt→∞ P(M(t)−m(t) ≤ x) = w(x).

Corollary
Every particle born in a BBM has a descendant particle in the ”lead” at some
future time.
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Extremal particles in BBM (cf. [ABK11] and [ABK12])

• Arguin, L.-P. and Bovier, A. and Kistler, N.
Genealogy of extremal particles of branching Brownian motion.
Comm. Pure Appl. Math. 64 (2011), 1647–1676.

• Arguin, L.-P. and Bovier, A. and Kistler, N.
Poissonian statistics in the extremal process of branching Brownian motion.
Ann. Appl. Probab. 22 (2012), 1693–1711.

We are interested in the limit (t →∞) of the extremal process

Et ≡
∑

k≤n(t)

δxk (t)−m(t) ≡
∑

k≤n(t)

δxk (t).

Recall: The centering term m(t) satisfies

m(t) =
√

2t − 3

2
√

2
log(t) = sup{x : u(t, x) ≤ 1/2}+ O(1).

By the previous Remark on Genealogies of BBM, for a given realization of the
branching, the genealogical distances

d(xk(t), x`(t)) = inf{0 ≤ s ≤ t : xk(s) 6= x`(s)} = time (from 0) to MRCA .
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Genealogy of extremal particles of BBM
Theorem (Genealogy of Extremal Particles, Theorem 2.1, [ABK11])
For any compact set D ⊂ R,

lim
r→∞

sup
t>3r

P
(
∃1 ≤ k , ` ≤ n(t) :

xk(t), x`(t) ∈ D and d(xk(t), x`(t)) ∈ (r , t − r)
)

= 0.

Conclusion: The MRCA of extremal particles at time t splits/branches off with
high probability at a time

1 in the interval (0, r) (”very early branching”) or

2 in the interval (t − r , t) (”very late branching”).
1658 L. P. ARGUIN, A. BOVIER, AND N. KISTLER

m.t/

tt ! r
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r

s 7! s
t m.t/

no branching

extremal particles

sp
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e

time

FIGURE 2.4. Evolution of the system.

Brunet and Derrida also conjecture that the extremal process of BBM retains
properties of Poisson point processes with exponential density, namely the invari-
ance under superposition: the collection of a finite number of i.i.d. copies of the
process, with possibly relative shifts, has the same law for the gaps as the process
itself.

Although we cannot prove any of the Brunet-Derrida conjectures, our results let
them appear rather natural. In fact, Theorem 2.1 suggests the following picture for
the extremal process of BBM, which is depicted in Figure 2.4.

First, the result does not rule out ancestry in the interval Œ0; r ! (in the limit of
large times and for large enough r): this “free evolution” seems to naturally gener-
ate the derivative martingale appearing in the work of Lalley and Sellke’s [20].

Second, with ancestry over the period Œt ! r; t ! also being allowed, it is obvious
that small grapes of length at most r D O.1/ (for t ! 1), i.e., clusters of particles
with very recent common ancestors, appear at the end of the time interval. This
suggests that particles at the edge of BBM should be more densely packed than in
the REM case, in agreement with (2.15).

Finally, since the ancestors of the extremal particles evolved independently for
most of the time (in the interval Œr; t ! r !), the extremal process must exhibit a
structure similar to the Poisson process with exponential density: this makes plau-
sible the invariance under superposition of the law of the gaps proposed by Brunet
and Derrida.

In other words, the limiting extremal process of BBM seems to be given by a
certain randomly shifted cluster point process. A rigorous analysis is however tech-
nically quite demanding, as it must take into account the self-similarity of BBM,
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large times and for large enough r): this “free evolution” seems to naturally gener-
ate the derivative martingale appearing in the work of Lalley and Sellke’s [20].

Second, with ancestry over the period Œt ! r; t ! also being allowed, it is obvious
that small grapes of length at most r D O.1/ (for t ! 1), i.e., clusters of particles
with very recent common ancestors, appear at the end of the time interval. This
suggests that particles at the edge of BBM should be more densely packed than in
the REM case, in agreement with (2.15).

Finally, since the ancestors of the extremal particles evolved independently for
most of the time (in the interval Œr; t ! r !), the extremal process must exhibit a
structure similar to the Poisson process with exponential density: this makes plau-
sible the invariance under superposition of the law of the gaps proposed by Brunet
and Derrida.

In other words, the limiting extremal process of BBM seems to be given by a
certain randomly shifted cluster point process. A rigorous analysis is however tech-
nically quite demanding, as it must take into account the self-similarity of BBM,

(Figure 2.4 of [ABK11])
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Poissonian statistics in the extremal process of BBM
W.l.o.g., order the (centered) particles in decreasing order, i.e.

x1(t) ≥ x2(t) ≥ · · · ≥ xn(t)(t). (6)

Let

D(t) = {Dk`(t)}k,`≤n(t) ≡
{
d(xk(t), x`(t))

t

}
k,`≤n(t)

.

Definition
Let 0 < q < 1. The q-thinning E (q)

t of the pair (Et ,D(t)) is defined as follows:

• Consider the equivalence classes of particles alive at time t with MRCA at a
time later than q · t, i.e. k ∼q ` ⇐⇒ Dk`(t) ≥ q.

• Select the maximal (according to (6)) particle within each class.

• Then E (q)
t is the point process of these representatives.

Note 1. This extends to q = q(t) ∈ (0, 1).

Note 2. The thinning map (Et ,D(t)) 7→ E (q)(t) is continuous (on the space of pairs

(X ,Q), X ordered positions, Q symm. matrix with entries in [0, 1] and transitive op. Qij ≥ q).
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Theorem (Theorem 2, [ABK12])
For any 0 < q < 1, the processes E (q)

t converge in law to the same limit, E0. Also,

lim
r→∞

lim
t→∞

E (1−r/t)
t = E0.

Moreover, conditionally on Z, (the limit of the derivative martingale, cf. (4)),

E0 = PPP
(
CZ
√

2e−
√

2xdx
)

(PPP stands for ”Poisson Point Process”)

where C > 0 is the constant appearing in (5).

(Figure 2 in [ABK12])

1698 L.-P. ARGUIN, A. BOVIER AND N. KISTLER

FIG. 2. Cluster-extrema.

THEOREM 2. For any 0 < q < 1, the processes !(q)(t) converge in law to the
same limit, !0. Also,

lim
rg→∞ lim

t→∞!(1−rg/t)(t) = !0.(2.7)

Moreover, conditionally on Z, the limit of the derivative martingale (1.6),

!0 = PPP
(
C · Z ·

√
2e−

√
2x dx

)
,(2.8)

where C > 0 is the constant appearing in (1.8).

The point process !0 has a fundamental connection with the limiting extremal
process of BBM. To see this, suppose for simplicity that the processes (!(t),Q(t))
induced by the law of BBM converge, as t ↑ ∞, to a process, (!,Q). (The laws
of these processes are in fact tight because the law of !(t) is itself tight; see, e.g.,
Corollary 2.3 in [3], and that Qij (t) ∈ [0,1] for any i, j . Convergence would evi-
dently follow from a complete characterization of the extremal process.) It follows
from Theorem 1 that Qij is either 0 or 1. This suggests:

(1) to define a cluster of particles as the maximal set of particles such that Qij = 1
for all i, j in the set;

(2) to look at the process of the maxima of each cluster, denoted by, say, !̃0,
defined as in (2.4), but where ik = min{j > ik−1 :Qilj = 0 ∀l ≤ k − 1}.

We claim that !̃0 is in fact the limit !0 of !(q)(t) in Theorem 2. Indeed, in view
of the continuity of the thinning map (2.6), !(q)(t) converges to the q-thinned pro-
cess, !(q), constructed from (!,Q) for all q . But, for any 0 < q < 1, the q-thinned
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(Figure 1 of [ABK13])

The extremal process of BBM 539

Fig. 1 Onset of the extremal process

carried over to models with infinite levels of branching such as BBM or the continuous
random energy models studied in [15]. BBM is a case right at the borderline where
correlations just start to effect the extremes and the structure of the extremal process.
Results on the extremes of BBM allow one to peek into the world beyond the simple
Poisson structures and hopefully open the gate towards the rigorous understanding of
complex extremal structures.

Mathematically, BBM offers a spectacular interplay between probability and non-
linear p.d.e’s, as was noted already by McKean [37]. On one hand, the proof of Theorem
2.1 will rely on this dual aspect, in particular on precise estimates of the solutions of the
F-KPP equations based on those of Bramson [16,17] and of Chauvin and Rouault [21],
see Sect. 3.1. This aspect of the paper is in the spirit of Derrida and Spohn [26] who
studied the free energy of the model by relying on results on the F-KPP equation. On the
other hand, we propose a new method to study the extremal statistics of BBM based on
the introduction of an auxiliary point process, whose correlation structure is much sim-
pler than the one of BBM. As explained in Sect. 3.2, this approach finds its origins in the
cavity method in spin glasses [41] and in the study of competing particle systems [3,39].

We believe this heuristic is a potentially powerful tool to understand other problems
in extreme value statistics of correlated variables.

Finally, we remark that a structure similar to the one depicted in Theorem 2.1 is
expected to emerge in all the models which are conjectured to fall into the universality
class of branching Brownian motion, such as the 2-dim Gaussian Free Field (2DGFF)
[11,12,18], or the cover time for the simple random walk on the two dimensional
discrete torus [23,24]. These are models whose correlations decay logarithmically
with the distance. In particular, for log-correlated Gaussian field like the 2DGFF, we
conjecture that the extremal process properly re-centered exists and is exactly of the
form (2.4). Namely, the statistics of well-separated high points should be Poissonian
with intensity measure with exponential density. In particular, the law of the maximum
should be a mixture of a Gumbel as in (1.8) (after this paper has been submitted, partial
progress towards this conjecture has been achieved in [27], and [28]). Finally, the law

123

Conclusion:
The particles at the frontier of BBM for large times can be constructed as follows:

1 set down so-called cluster extrema according to E0, that is, according to a
randomly shifted PPP with ”exponential” (x ∈ R) density;

2 attach to each cluster extrema a cluster.

Note 1. Particles in one cluster lie to the left (in space) of its corresponding
cluster extrema (Poissonian particle).
Note 2. Heuristic for PP-structure: the ancestors of the extremal particles evolve
independently for the time-interval [r , t − r ].
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m(t) =
√

2t − 3
2
√

2
log(t)

Et ≡
∑

i≤n(t) δxi (t)−m(t).

Remark (Invariance property)
The law of the limiting extremal process E =

∑
i∈N δei satisfies the following

invariance property: For any s ≥ 0,

E D=
∑
i,k

δ
ei+x

(i)
k (s)−

√
2s
,

where {x (i)
k (s) : k ≤ n(i)(s), s ≥ 0}i∈N are i.i.d. BBMs. Indeed, use that for

t →∞,
m(t) = m(t − s) +

√
2s + o(1).

Then rewrite

Et ≡
∑

i≤n(t)

δxi (t)−m(t) =
∑

i≤n(t−s)

∑
k≤n(i)(s)

δ
xi (t−s)+x

(i)
k (s)−m(t)

=
∑

i≤n(t−s)

∑
k≤n(i)(s)

δ
xi (t−s)−m(t−s)+x

(i)
k (s)−

√
2s+o(1)

and take t →∞.
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Idea of proof of Theorem 2, [ABK12]

Theorem 2, [ABK12]

For any 0 < q < 1, the processes E(q)
t converge in law to the same limit, E0. Also,

limr→∞ limt→∞ E(1−r/t)
t = E0.

Moreover, conditionally on Z , E0 = PPP
(
CZ
√

2e−
√

2xdx
)
. (∗)

Genealogy of Extremal Particles, Theorem 2.1, [ABK11]
For any compact set D ⊂ R,
limr→∞ supt>3r P

(
∃1 ≤ k, ` ≤ n(t) : xk (t), x`(t) ∈ D and d(xk (t), x`(t)) ∈ (r , t − r)

)
= 0. (∗∗)

• Same limit E0 for r
t < q < 1− r

t with r big enough follows from (∗∗).

• It remains to show (∗). This is done via convergence of Laplace functionals,
that is, for φ ∈ C+

c we claim that

lim
r→∞

lim
t→∞

E
[
e−

∫
φ(x)E(1−r/t)

t (dx)
]

= E
[
e−CZ

∫ (
1−e−φ(x)

)√
2e−
√

2xdx

]
.

Note. If X ∼ PPP(λ), then E[e−
∫
φ(x)X (dx)] = e

∫
(e−φ(x)−1)λ(dx)

(cf. [B15], Appendix).
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Et =
∑

k≤n(t) δxk (t)−m(t) with m(t) =
√

2t − 3
2
√

2
log(t)

Conditional on the evolution of the BBM up to time r , we obtain

E (1−r/t)
t

D
=
{
xj(r) + M(j)(t − r)−m(t)

}
j=1,...,n(r)

,

where {x (j)
k (t)}k≤n(j)(t), j ∈ N are i.i.d. BBM with M(j)(t) ≡ maxk≤n(j)(t) x

(j)
k (t).
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m.t/

tt ! r

free evolution

r

s 7! s
t m.t/

no branching

extremal particles

sp
ac

e

time

FIGURE 2.4. Evolution of the system.

Brunet and Derrida also conjecture that the extremal process of BBM retains
properties of Poisson point processes with exponential density, namely the invari-
ance under superposition: the collection of a finite number of i.i.d. copies of the
process, with possibly relative shifts, has the same law for the gaps as the process
itself.

Although we cannot prove any of the Brunet-Derrida conjectures, our results let
them appear rather natural. In fact, Theorem 2.1 suggests the following picture for
the extremal process of BBM, which is depicted in Figure 2.4.

First, the result does not rule out ancestry in the interval Œ0; r ! (in the limit of
large times and for large enough r): this “free evolution” seems to naturally gener-
ate the derivative martingale appearing in the work of Lalley and Sellke’s [20].

Second, with ancestry over the period Œt ! r; t ! also being allowed, it is obvious
that small grapes of length at most r D O.1/ (for t ! 1), i.e., clusters of particles
with very recent common ancestors, appear at the end of the time interval. This
suggests that particles at the edge of BBM should be more densely packed than in
the REM case, in agreement with (2.15).

Finally, since the ancestors of the extremal particles evolved independently for
most of the time (in the interval Œr; t ! r !), the extremal process must exhibit a
structure similar to the Poisson process with exponential density: this makes plau-
sible the invariance under superposition of the law of the gaps proposed by Brunet
and Derrida.

In other words, the limiting extremal process of BBM seems to be given by a
certain randomly shifted cluster point process. A rigorous analysis is however tech-
nically quite demanding, as it must take into account the self-similarity of BBM,

(Figure 2.4 of [ABK11])

Now,
m(t) =

√
2r + m(t − r) + o(1) for t →∞.
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P(M(t)−m(t) ≤ x) = u(t,m(t) + x)→ w(x) unif. in x as t →∞.

m(r) =
√

2r − 3
2
√

2
log(r).

As a result,

lim
t→∞

E
[
e−

∫
φ(x)E(1−r/t)

t (dx)
]

= lim
t→∞

E

n(r)∏
j=1

E
[
e−φ(xj (r)−

√
2r+M(t−r)−m(t−r)+o(1))

]
= E

n(r)∏
j=1

E
[
e−φ(xj (r)−

√
2r+M̄)

] ,
where M has law w . #2

Note 1. maxj≤n(r)(xj(r)−
√

2r)→ −∞ a.s. as r →∞.

Note 2. Now use asymptotics for M, i.e. 1− w(x) ∼ Cxe−
√

2x for x →∞.
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Idea of proof of Theorem 2.1, [ABK11]

Localization of Paths of Extremal Particles

Theorem (Genealogy of Extremal Particles, Theorem 2.1, [ABK11]) For any compact set
D ⊂ R,

lim
r→∞

sup
t>3r

P
(
∃1 ≤ k, ` ≤ n(t) : xk (t), x`(t) ∈ D and d(xk (t), x`(t)) ∈ (r , t − r)

)
= 0.
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ru

m.t/ D
p

2t ! 3
2

p
2

log t

t
2 t

sp
ac

e

timet ! ru

s
t m.t/

Ut;! .s/ D s
t m.t/ C O.s! ; .t ! s/! /

FIGURE 2.1. The upper envelope.

THEOREM 2.2 (Upper Envelope). Let 0 < ! < 1
2 . Let also y 2 R and " > 0 be

given. There exists ru D ru.!; y; "/ such that for r " ru and for any t > 3r ,

(2.6) P Œ9k!n.t/ W xk.s/ > y C Ut;! .s/ for some s 2 Œr; t ! r ## < ":

The picture emerging from Theorem 2.2 is depicted in Figure 2.1.
Our choice of the upper envelope is not optimal. As pointed out by an anony-

mous referee, Lalley and Sellke [20] have shown that
p

2 t ! maxk!n.t/ xk.t/ !
C1 almost surely. (This is essentially a consequence of the convergence of the
martingale Z.t/.) In particular, this implies that to given " > 0 and r large enough,

P
!
9k!n.t/ W xk.s/ > y C m.s/ C 3

2
p

2
log s for some s > r

"
< ":

Since m.s/ # s
t m.t/ (for s > e), this is an improvement over (2.6), but only for s

not too close to t . (For example, it holds for s # t !ı.t/ for ı $ .log t /1=! .) For the
later times, of order 1 away from t , a finer argument is needed. A slight refinement
of the approach of Bramson [8] can be used to obtain an envelope where f is of
logarithmic order on the entire interval Œr; t ! r #. It is based on the simple observa-
tion that particles that touch the upper envelope during the interval Œr; t ! r # would
reach at that time values that are so large that their offspring at time t could easily
jump to heights well above the established value of the maximal displacement. We
choose the upper envelope Ut;! since its form is simple throughout the interval and
since it requires relatively little work. It steadily follows from the estimate of the
right tail of the maximal displacement, as obtained by Bramson in [8, prop. 3]:

(2.7) P
#

max
k!n.t/

xk.t/ " m.t/ C Y
$

# $.1 C Y /2 expŒ!
p

2 Y #;

(Figure 2.1 of [ABK11])
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For γ > 0, set
ft,γ(s) ≡

{
sγ , 0 ≤ s ≤ t

2 ,

(t − s)γ , t
2 ≤ s ≤ t.

Then the upper envelope at time t is defined as

Ut,γ(s) ≡ s

t
m(t) + ft,γ(s).

Theorem (Upper Envelope, Theorem 2.2 of [ABK11])
Let 0 < γ < 1/2. Let also y ∈ R and ε > 0 be given. There exists ru = ru(γ, y , ε)
such that for r ≥ ru and for any t > 3r ,

P(∃k ≤ n(t) : xk(s) > y + Ut,γ(s) for some s ∈ [r , t − r ]) < ε.

Idea of proof. Discretize path and use P(M(t) > m(t) + x)
t→∞→ 1− w(x) ∼ Cxe−

√
2x for

x →∞.
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Remark (Why is this useful?)
For E[n(t)] = et i.i.d. BMs, m(t) =

√
2t − 1·log(t)

2
√

2
and

E[#{k ≤ n(t) : Bk(t) > m(t)}] ∼ et√
2πt

e−
m(t)2

2t

=
et√
2πt

e−
2t2− 2

√
2t log(t)

2
√

2
+

log(t)2

8

2t =
1√
2πt

e
log(t)

2 −
log(t)2

16t =
1√
2π

e−
log(t)2

16t = O(1).

For BBM, m(t) =
√

2t − 3·log(t)

2
√

2
. For et i.i.d. BMs we now get

E[#{k ≤ n(t) : Bk(t) > m(t)}] =
1√
2πt

e3 log(t)
2 −

9 log(t)2

16t = O(t).

Now, for a BM Bt starting in 0,

P(Bs ≤ Ut,γ(s), r ≤ s ≤ t − r |Bt = m(t))

= P(zt0,m(t)(s) ≤ Ut,γ(s), r ≤ s ≤ t − r) ∼ 1

t
.
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The upper envelope can be replaced by a lower ”entropic envelope” E :
For α > 0 let

Et,α(s) ≡ s

t
m(t)−ft,α(s).

Theorem (Entropic Repulsion, Theorem 2.3 of [ABK11])
Let D ⊂ R be a compact set and 0 < α < 1/2. Set D̄ ≡ sup{x ∈ D}. For any
ε > 0 there exists re = re(α,D, ε) such that for r ≥ re and t > 3r ,

P(∃k ≤ n(t) : xk(t) ∈ m(t) + D, but ∃s ∈ [r , t − r ] : xk(s) ≥ D̄ + Et,α(s)) < ε.
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m.t/ D
p

2t ! 3
2

p
2

log t

t

sp
ac

e

timet ! rere

Ut;! .s/ D s
t m.t/ C O.s! ; .t ! s/! /

Et;˛.s/ D s
t m.t/ ! O.s˛ ; .t ! s/˛/

FIGURE 2.2. Entropic repulsion.

E under which paths of extremal particles lie with overwhelming probability. Such
a phenomenon is strongly reminiscent of the entropic repulsion encountered in the
statistical mechanics of membrane models; see, e.g., Velenik’s survey [27].

To formulate this precisely, we need some notation. With f as in (2.4) and
˛ > 0 we denote by entropic envelope the curve

(2.9) Et;˛.s/
defD s

t
m.t/ ! ft;˛.s/:

Notice that Et;˛ " Ut;˛.

THEOREM 2.3 (Entropic Repulsion). Let D # R be a compact set and 0 < ˛ < 1
2 .

Set xD defD supfx 2 Dg: For any " > 0 there exists re D re.˛; D; "/ such that for
r $ re and t > 3r ,

(2.10)
P

!
9k!n.t/ W xk.t/ 2 m.t/ C D;

but 9s2Œr;t"r" W xk.s/ $ xD C Et;˛.s/
"

< ":

The mechanism of entropic repulsion described in Theorem 2.3 is depicted in
Figure 2.2. We remark that such path localizations evidently cannot hold true for
times that are close to 0 or t , and this is the reason why “very old,” respectively,
“very recent,” ancestries are indeed not only possible, but, as we believe (see Sec-
tion 2.3 below), also crucial for the peculiar properties of the extremal process of
BBM.

Remark 2.4. Energy/entropy considerations provide a straightforward explanation
of the mechanism underlying Theorem 2.3: at any given time s 2 Œr; t ! r ! (for r
large enough but finite), there are simply not enough particles at heights $ s

t m.t/!
ft;˛.s/ for their offspring to be able to make large jumps allowing them to reach at
time t the edge.

(Figure 2.2 of [ABK11])
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Together with a lower envelope we get with 0 < α < 1
2 < β < 1,

1656 L. P. ARGUIN, A. BOVIER, AND N. KISTLER

m.t/

t

sp
ac

e

timet ! rr

Et;ˇ .s/

admissible region

Et;˛.s/

FIGURE 2.3. The “tube.”

The proof of the assertion is straightforward from Theorems 2.3 and 2.5 by
taking

r1.˛; ˇ; D; 2"/ D maxfre.˛; D; "/I rl.ˇ; D; "/g:
The image that emerges from the corollary is depicted in Figure 2.3.

2.3 Towards the Extremal Process of Branching Brownian Motion
As mentioned in the introduction, it is not known at the time of writing whether

the extremal process Nt of BBM converges as t ! 1 to a well-defined point
process. On the other hand, the tightness of the family .Nt /t!0 is not hard to
establish.

PROPOSITION 2.7 (Local Finiteness). For any y 2 R and " > 0, there exists
N D N."; y/ and t0 D t0."; y/ such that for t " t0,

P ŒNt Œy; 1/ " N ! < ":

It is possible to prove the proposition using the localization of the paths de-
scribed in the above section. We present here a simpler and more robust proof that
was suggested by an anonymous referee.

PROOF. Suppose the assertion does not hold. Then it is possible to find y 2 R,
" > 0, and a sequence of times .tN / such that

(2.13) P ŒNtN Œy; 1/ " N ! " " uniformly in N .

On the other hand, by the convergence of the law of the maximum (1.3), for any
ı > 0, we can find aı 2 R independently of t such that

lim
t!1 P Œmax

k
xk.t/ # m.t/ C aı ! " 1 ! ı:

(For example, take aı such that !.aı/ D 1 ! ı.)

(Figure 2.3 of [ABK11])

Sandra Kliem (Univ. Duisburg-Essen) Extremal Particles in BBM 3. August, 2017 33 / 36



Remark (How to use this #3)
The expected number of pairs of particles of BBM whose (respective) path

(x(s))0≤s≤t satisfies some conditions for s ∈ [r , t − r ], say Σ
[r ,t−r ]
t , is

E[#{(k, `) : k 6= `, xk(·), x`(·) ∈ Σ
[r ,t−r ]
t }]

=C (et)2

∫ t

0

ds e−s
∫ ∞
−∞

dy ps(y)P(x(·) ∈ Σ
[r ,t−r ]
t |x(s) = y)P(x(·) ∈ Σ

[r∨s,t]
t |x(s) = y).

• how many pairs at time t on average;

• condition on splitting at time s and

• at position y.

• If first particle satisfies the condition on [0, t], then the second one
automatically satisfies it on [0, s].

If we include a condition on genetic distance, we get

E[#{(k, `) : k 6= `, xk(·), x`(·) ∈ Σ
[r ,t−r ]
t , d(xk(t), x`(t)) ∈ [r , t − r ]}]

= Cet
∫ t−r

r

ds et−s
∫ ∞
−∞

dy ps(y)P(x ∈ Σ
[r ,t−r ]
t |x(s) = y)P(x ∈ Σ

[s,t−r ]
t |x(s) = y).
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The extremal process of BBM (cf. [ABBS13] and [ABK13])

• Arguin, L.-P. and Bovier, A. and Kistler, N.
The extremal process of branching Brownian motion.
Probab. Theory Related Fields 157 (2013), 535–574.

• Äıdékon, E. and Berestycki, J. and Brunet, É. and Shi, Z.
Branching Brownian motion seen from its tip.
Probab. Theory Related Fields 157 (2013), 405–451.

Both articles give a description of the (weak w.r.t. φ ∈ C+
c ) limit (t →∞) of the

extremal process

Et ≡
∑

k≤n(t)

δxk (t)−m(t) ≡
∑

k≤n(t)

δxk (t).

See Gouéré [G14] for a (french) review that presents and compares both
approaches.
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[ABK13] The extremal process of BBM

Remark

• Bovier [B15] discusses the following results in detail.

• There are also other representations. #4

• The proofs rely on the consideration of the respective Laplace functionals.

Theorem (Theorem 3.1 (Existence of the limit), [ABK13])
The point process Et converges in law to a point process E .

Idea of proof: Example 2 for the F-KPP equation.
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Theorem 2, [ABK12]

For any 0 < q < 1, the processes E(q)
t converge in law to the same limit, E0. Also,

limr→∞ limt→∞ E(1−r/t)
t = E0. Moreover, conditionally on Z , E0 = PPP

(
CZ
√

2e−
√

2xdx
)
,

where C > 0 is the constant appearing in (5).

Et ≡
∑

k≤n(t)

δxk (t)−m(t) with m(t) =
√

2t − 3

2
√

2
log(t).

Definition (Cluster-extrema)
Conditionally on the limiting derivative martingale Z , consider the PPP

PZ ≡
∑
i∈N

δpi
D
= PPP

(
CZ
√

2e−
√

2xdx
)

(7)

with C as in (5).

Definition (Clusters)
Let Ēt ≡

∑
k≤n(t) δxk (t)−

√
2t . Conditionally on {maxk≤n(t) xk(t)−

√
2t ≥ 0}, the

process Ēt converges to a point process Ē =
∑

j δξj . Now define the point process
of the gaps by

D ≡
∑
j

δ∆j , ∆j ≡ ξj −max
j
ξj . (8)

Note. D is a point process on (−∞, 0] with an atom at 0.
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Theorem (Theorem 2.1 (Main Theorem), [ABK13])
Let PZ be as in (7) and let {D(i) : i ∈ N} be a family of independent copies of
the gap-process (8). Then the point process Et converges in law as t →∞ to a
Poisson cluster point process E given by

E ≡ lim
t→∞

Et D=
∑
i,j

δ
pi+∆

(i)
j

.The extremal process of BBM 539

Fig. 1 Onset of the extremal process

carried over to models with infinite levels of branching such as BBM or the continuous
random energy models studied in [15]. BBM is a case right at the borderline where
correlations just start to effect the extremes and the structure of the extremal process.
Results on the extremes of BBM allow one to peek into the world beyond the simple
Poisson structures and hopefully open the gate towards the rigorous understanding of
complex extremal structures.

Mathematically, BBM offers a spectacular interplay between probability and non-
linear p.d.e’s, as was noted already by McKean [37]. On one hand, the proof of Theorem
2.1 will rely on this dual aspect, in particular on precise estimates of the solutions of the
F-KPP equations based on those of Bramson [16,17] and of Chauvin and Rouault [21],
see Sect. 3.1. This aspect of the paper is in the spirit of Derrida and Spohn [26] who
studied the free energy of the model by relying on results on the F-KPP equation. On the
other hand, we propose a new method to study the extremal statistics of BBM based on
the introduction of an auxiliary point process, whose correlation structure is much sim-
pler than the one of BBM. As explained in Sect. 3.2, this approach finds its origins in the
cavity method in spin glasses [41] and in the study of competing particle systems [3,39].

We believe this heuristic is a potentially powerful tool to understand other problems
in extreme value statistics of correlated variables.

Finally, we remark that a structure similar to the one depicted in Theorem 2.1 is
expected to emerge in all the models which are conjectured to fall into the universality
class of branching Brownian motion, such as the 2-dim Gaussian Free Field (2DGFF)
[11,12,18], or the cover time for the simple random walk on the two dimensional
discrete torus [23,24]. These are models whose correlations decay logarithmically
with the distance. In particular, for log-correlated Gaussian field like the 2DGFF, we
conjecture that the extremal process properly re-centered exists and is exactly of the
form (2.4). Namely, the statistics of well-separated high points should be Poissonian
with intensity measure with exponential density. In particular, the law of the maximum
should be a mixture of a Gumbel as in (1.8) (after this paper has been submitted, partial
progress towards this conjecture has been achieved in [27], and [28]). Finally, the law

123

(Figure 1 of [ABK13])
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[ABBS13] BBM seen from its tip

Remark

• The proofs use path localization and path decomposition techniques.

• J. Berestycki (Lecture Notes, ”Topics on BBM”,

http: // www. stats. ox. ac. uk/ ~ berestyc/ Articles/ EBP18_ v2. pdf) gives a good introduction in
the underlying concepts.

Notation (Change in Scaling)
Note that a different scaling is used and instead of rightmost particles, leftmost
are considered.

• Particles now follow a BM with drift 2 and variance 2, that is, replace Bt

by
√

2(Bt −
√

2t).

• (The exponential clocks for splitting-events still ring at rate 1 and a particle
splits in two.)

• Instead of M(t) = maxk≤n(t) xk(t) they consider mink≤n(t) xk(t).
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m(t) ≡
√

2t − 3
2
√

2
log(t).

The derivative mart. Z(t) ≡∑n(t)
k=1

(√
2t − xk (t)

)
e−
√

2
(√

2t−xk (t)
)

satisfies Z = limt→∞ Z(t).

Particles now follow a BM with drift 2 and variance 2, that is, replace Bt by
√

2(Bt −
√

2t).
Consider mink≤n(t) xk (t).

Remark (Consequences of Scaling)

• m(t) becomes m′(t) = + 3
2 log(t).

• Z (t) becomes 1√
2

∑n(t)
k=1 xk(t)e−xk (t). [ABBS13] use

Z ′(t) =
∑n(t)

k=1 xk(t)e−xk (t) instead and thus CZ becomes

(C/
√

2)Z ′ = C ′Z ′.

• E[Z ′t ] = 0 for all t ≥ 0.

From now onwards, we use the notation of [ABBS13].

Definition (The additive martingale)
The process M(t) ≡∑n(t)

k=1 e
−xk (t) is a martingale with E[Mt ] = 1 for all t ≥ 0,

the so-called additive martingale.
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Et ≡
∑

k≤n(t) δxk (t)−m(t).

Cluster-extrema PZ ≡
∑

i∈N δpi
D
= PPP

(
CZ
√

2e−
√

2xdx
)

= PPP
(
e−
√

2x+log(CZ)d(
√

2x)
)
.

Theorem 2.1 (Main Theorem), [ABK13] Let PZ be as in (7) and let {D(i) : i ∈ N} be a family

of independent copies of the gap-process (8). Then E ≡ limt→∞ Et D=
∑

i,j δpi+∆
(i)
j

.

Let
N̄ (t) ≡

∑
k≤n(t)

δxk (t)−m(t)+ log(CZ).

Theorem (Theorem 2.1, [ABBS13] #5)
As t →∞ the pair {N̄ (t),Z (t)} converges jointly in distribution to {L,Z}, L
and Z are independent and L is obtained as follows.

(i) Define P a Poisson point measure on R, with intensity measure exdx.

(ii) For each atom x of P, we attach a point measure D(x) where D(x) are
independent copies of a certain decoration point measure D.

(iii) L is then the point measure corresponding to

L ≡
∑
x∈P

∑
y∈D(x)

δx+y .
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410 E. Aïdékon et al.

Fig. 1 (Y, Q) is the limit of the path s !→ X1,t (t −s)− X1(t) and of the points that have branched recently
off from X1,t

measure corresponding to the set of all particles at time t which have branched off
from X1,t at time τi (t) relative to the final position X1(t) (see Fig. 1). We will also
need the notation τi, j (t) which is the time at which Xi (t) and X j (t) share their most
recent common ancestor. Observe that

Ni (t) =
∑

j≤N (t):τ1, j (t)=τi (t)

δX j (t)−X1(t).

We then define

Q(t, ζ ) := δ0 +
∑

i :τi (t)>t−ζ

Ni (t)

i.e., the point measure of particles at time t which have branched off X1,t (s) after time
t − ζ , including the particle at X1(t) itself.

We will first show that ((Yt (s), s ∈ [0, t]),Q(t, ζ )) converges jointly in distribution
(by first letting t → ∞ and then ζ → ∞) towards a limit ((Y (s), s ≥ 0),Q) where the
second coordinate is our point measure Q which is described by growing conditioned
branching Brownian motions born at a certain rate on the path Y . We first describe the
limit ((Y (s), s ≥ 0),Q) and then we state the precise convergence result.

The following family of processes indexed by a real parameter b > 0 plays a key
role in this description. Let B := (Bt , t ≥ 0) be a standard Brownian motion and let
R := (Rt , t ≥ 0) be a three-dimensional Bessel process started from R0 := 0 and
independent from B (see Fig. 2). Let us define Tb := inf{t ≥ 0 : Bt = b}. For each
b > 0, we define the process $(b) as follows:

$(b)
s :=

{
Bs, if s ∈ [0, Tb],
b − Rs−Tb , if s ≥ Tb.

(2.1)

123

(Figure 1 of [ABBS13])
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Notation

• Order the particles in increasing order, i.e. x1(t) ≤ x2(t) ≤ · · · ≤ xn(t)(t).

• For s ≤ t, let x1,t(s) denote the position at time s of the ancestor of x1(t),
i.e. s 7→ x1,t(s) is the path of the leftmost particle up until time t.

• Let
Yt(s) ≡ x1,t(t − s)− x1(t), s ∈ [0, t]

the time reversed path back from the final position x1(t).

• Denote by · · · < τ2(t) < τ1(t) ≤ t the successive splitting times along the
path of the leftmost particle (enumerated backwards).

• The time at which xi (t) and xj(t) share their MRCA is denoted by τi,j(t).

• Let Ni (t) ≡∑1≤j≤n(t):τ1,j (t)=τi (t) δxj (t)−x1(t).

• Finally, let for 0 < η < t,

D(t, η) ≡ δ0 +
∑

i :τi (t)>t−ηNi (t).

410 E. Aïdékon et al.

Fig. 1 (Y, Q) is the limit of the path s !→ X1,t (t −s)− X1(t) and of the points that have branched recently
off from X1,t

measure corresponding to the set of all particles at time t which have branched off
from X1,t at time τi (t) relative to the final position X1(t) (see Fig. 1). We will also
need the notation τi, j (t) which is the time at which Xi (t) and X j (t) share their most
recent common ancestor. Observe that

Ni (t) =
∑

j≤N (t):τ1, j (t)=τi (t)

δX j (t)−X1(t).

We then define

Q(t, ζ ) := δ0 +
∑

i :τi (t)>t−ζ

Ni (t)

i.e., the point measure of particles at time t which have branched off X1,t (s) after time
t − ζ , including the particle at X1(t) itself.

We will first show that ((Yt (s), s ∈ [0, t]),Q(t, ζ )) converges jointly in distribution
(by first letting t → ∞ and then ζ → ∞) towards a limit ((Y (s), s ≥ 0),Q) where the
second coordinate is our point measure Q which is described by growing conditioned
branching Brownian motions born at a certain rate on the path Y . We first describe the
limit ((Y (s), s ≥ 0),Q) and then we state the precise convergence result.

The following family of processes indexed by a real parameter b > 0 plays a key
role in this description. Let B := (Bt , t ≥ 0) be a standard Brownian motion and let
R := (Rt , t ≥ 0) be a three-dimensional Bessel process started from R0 := 0 and
independent from B (see Fig. 2). Let us define Tb := inf{t ≥ 0 : Bt = b}. For each
b > 0, we define the process $(b) as follows:

$(b)
s :=

{
Bs, if s ∈ [0, Tb],
b − Rs−Tb , if s ≥ Tb.

(2.1)
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Theorem (Theorem 2.3, [ABBS13])
The following convergence holds jointly in distribution:

lim
η→∞

lim
t→∞

(
(Yt(s), s ∈ [0, t]), D(t, η), x1(t)−m(t)

)
=
(
(Y (s), s ≥ 0), D, W

)
,

where the r.v. W is independent of the pair ((Y (s), s ≥ 0),D), and D is the
point measure which appears in Theorem 2.1.

Note. P(W (x) ≤ x) = 1− w(−x/
√

2) ∼ C ′|x |ex for x → −∞ (cf. (5) and below).
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Construction of the decoration point measure D
We will construct D conditional on Y .

Notation
Let b > 0, (Bt , t ≥ 0) a BM and (Rt , t ≥ 0) a three-dimensional Bessel process
started from R0 = 0 and independent of B. Let Tb ≡ inf{t ≥ 0 : Bt = b}. Set

Γ(b)
s ≡

{
Bs , s ∈ [0,Tb],

b − Rs−Tb
, s ≥ Tb.

.

(Figure 1 and 2 of [ABBS13])

410 E. Aïdékon et al.

Fig. 1 (Y, Q) is the limit of the path s !→ X1,t (t −s)− X1(t) and of the points that have branched recently
off from X1,t

measure corresponding to the set of all particles at time t which have branched off
from X1,t at time τi (t) relative to the final position X1(t) (see Fig. 1). We will also
need the notation τi, j (t) which is the time at which Xi (t) and X j (t) share their most
recent common ancestor. Observe that

Ni (t) =
∑

j≤N (t):τ1, j (t)=τi (t)

δX j (t)−X1(t).

We then define

Q(t, ζ ) := δ0 +
∑

i :τi (t)>t−ζ

Ni (t)

i.e., the point measure of particles at time t which have branched off X1,t (s) after time
t − ζ , including the particle at X1(t) itself.

We will first show that ((Yt (s), s ∈ [0, t]),Q(t, ζ )) converges jointly in distribution
(by first letting t → ∞ and then ζ → ∞) towards a limit ((Y (s), s ≥ 0),Q) where the
second coordinate is our point measure Q which is described by growing conditioned
branching Brownian motions born at a certain rate on the path Y . We first describe the
limit ((Y (s), s ≥ 0),Q) and then we state the precise convergence result.

The following family of processes indexed by a real parameter b > 0 plays a key
role in this description. Let B := (Bt , t ≥ 0) be a standard Brownian motion and let
R := (Rt , t ≥ 0) be a three-dimensional Bessel process started from R0 := 0 and
independent from B (see Fig. 2). Let us define Tb := inf{t ≥ 0 : Bt = b}. For each
b > 0, we define the process $(b) as follows:

$(b)
s :=

{
Bs, if s ∈ [0, Tb],
b − Rs−Tb , if s ≥ Tb.

(2.1)

123

Branching Brownian motion seen from its tip 411

Fig. 2 The process !(b)

Let us define

Gt (x) := P0(X1(t) ≤ x) = P−x (X1(t) ≤ 0)

the probability of presence to the left of x at time t , where we write Px for the law of
the branching Brownian motion started from one particle at x . Hence, by (1.2) we see
that Gt (x + mt ) → P(W ≤ x).

We can now describe the law of the backward path Y : for any measurable set A of
C(R+, R) and b ≥ 0,

P(Y ∈ A,− inf
s≥0

Y (s) ∈ db) = 1
c1

E
[
e−2

∫ ∞
0 Gv(σ!

(b)
v ) dv1−σ!(b)∈A

]
,

where

c1 :=
∞∫

0

E
[
e−2

∫ ∞
0 Gv(σ!

(b)
v ) dv

]
db

(observe that by Eq. (6.7) this constant is finite).
Observe that − infs≥0 Y (s) is a random variable with values in (0, ∞) whose

density is given by

P
(

− inf
s≥0

Y (s) ∈ db
)

= 1
c1

E
[
e−2

∫ ∞
0 Gv(σ!

(b)
v ) dv

]
db.

123
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Construction of D

(1) Construction of Y .

For A ⊂ C(R+,R) measurable,

P(Y ∈ A,− inf
s≥0

Y (s) ∈ db) =
1

c
E
[
e−2

∫∞
0

P
(
x1(v)≤

√
2Γ(b)

v

)
dv1{−

√
2Γ(b)∈A}

]
with normalizing constant c .

(2) Construction of D conditional on Y .

Conditionally on the path Y , let π be a PPP on [0,∞) with intensity
2 · P(Y (τ) + x1(τ) > 0)dτ . For each point τ ∈ π start an independent BBM
(N ∗Y (τ)(u), u ≥ 0) at position Y (τ) conditioned to have minN ∗Y (τ)(τ) > 0.
Then

D ≡ δ0 +
∑
τ∈π
N ∗Y (τ)(τ).

(Recall that Y (0) = 0 and that the path Y moves backwards in time,
whereas the BBMs move forward in time.)
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Spinal decomposition
The process M(t) ≡∑n(t)

k=1 e
−xk (t) is a martingale with E[Mt ] = 1 for all t ≥ 0, the so-called

additive martingale.

Let Q be the probability measure s.t.

Q|Ft =M(t) · P|Ft ,

where P refers to the distribution of BBM and Ft is the filtration of the BBM
(under P) up to time t.

Theorem (Theorem 5 of Chauvin and Rouault [CR88])
Q is the law of the following branching diffusion.

(1) Let Ξs ∈ {1, . . . , n(s)} denote the label of a distinguished particle at time
s ≥ 0 with

Q(Ξt = i |Ft) =
e−xi (t)

Mt
.

The process (Ξs , s ∈ [0, t]) is called the spine.

(2) The position of the spine (xΞs (s), s ∈ [0, t]) is a driftless BM of variance 2.

(3) The particle with label Ξs at time s branches at (accelerated) rate 2 and
gives birth to BBMs (with distribution P).
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Lemma (Many-to-one-principle)
Let Ψi , i = 1, . . . , n(t) be Ft-measurable r.v.s. Then

EP

 ∑
i≤n(t)

Ψi

 = EQ

 1

M(t)

∑
i≤n(t)

Ψi

 = EQ[exΞt (t) ΨΞt ] .

Example
We obtain

P
(
∃i ≤ n(t) : (xi,t(s), s ∈ [0, t]) ∈ A

)
≤ E

[ ∑
i≤n(t)

1({xi,t(s),s∈[0,t])∈A}
]

= E
[
exΞt (t) 1{(xΞs ,s∈[0,t])∈A}

]
= E

[
e
√

2Bt 1{(
√

2Bs ,s∈[0,t])∈A}
]
.
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#1 A note on the i.i.d. case
(cf. A. Bovier, Lecture Notes, ”Extreme values of random processes”,

https://wt.iam.uni-bonn.de/fileadmin/WT/Inhalt/people/Anton_Bovier/lecture-notes/extreme.pdf, Lemma 1.2.1)

Let X1(t), . . . ,Xn(t) be n ∈ N i.i.d. normal r.v.s. Let

bn ≡
√

2 log(n)− log(log(n)) + log(4π)

2
√

2 log(n)
and an ≡

√
2 log(n).

Then, for all x ∈ R,
lim

n→∞
P(max

k≤n
Xk(t) ≤ bn + x/an) = e−e

−x

.

For a BBM, E[n(t)] = et . Set n = et and consider Bi , i ∈ N independent
standard BMs. Then, for y ≡ x/

√
2,

lim
n→∞

P
(

max
k≤et

Bk(t)√
t
≤
√

2t − log(t)

2
√

2t
+

log(4π) + 2x

2
√

2t

)
= lim

t→∞
P
(

max
k≤et

Bk(t) ≤
√

2t − 1 · log(t)

2
√

2
+ O(1) + y

)
= e−e

−
√

2y

.

Recall, that for BBM,

m(t) =
√

2t − 3

2
√

2
log(t) and P(M(t)−m(t) ≤ x)

t→∞→ E
[
e−CZe

−
√

2x ]
.
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#2 Idea of proof of Theorem 2, [ABK12] - Heuristic

1− w(x) ∼ Cxe−
√

2x for x →∞. Suppose heuristically w ′(x) ∼ C
√

2xe−
√

2x .

Z(t) =
∑n(t)

k=1

(√
2t − xk (t)

)
e−
√

2
(√

2t−xk (t)
)
→ Z for t →∞.

lim
t→∞

E
[
e−

∫
φ(x)E(1−r/t)

t (dx)
]

= E

n(r)∏
j=1

E
[
e−φ(xj (r)−

√
2r+M̄)

] ,
where M has law w and maxj≤n(r)(xj(r)−

√
2r)→ −∞ a.s. as r →∞.

Rewrite the above to (log(ab) = log(a) + log(b), log(x) ∼ −(1− x) for 0 < x < 1)

E

[
e

∑n(r)
j=1 log

(
E
[
e
−φ(xj (r)−

√
2r+M̄)

])]
∼ E

[
e
−∑n(r)

j=1 E
[

1−e−φ(xj (r)−
√

2r+M̄)
]]

∼ E
[
e−

∑n(r)
j=1

∫
(1−e−φ(x))P(M̄=−xj (r)+

√
2r+dx)

]
∼ E

[
e−

∫
(1−e−φ(x))

∑n(r)
j=1 C

√
2
(
−xj (r)+

√
2r+x

)
e
−
√

2

(
−xj (r)+

√
2r+x

)
dx

]
r→∞→ E

[
e−

∫
C
√

2(1−e−φ(x))Ze−
√

2xdx
]
.
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#3 Idea of proof of Theorem 2.1, [ABK11] - Heuristic

• Let k, ` be such that d(xk(t), x`(t)) = s ∈ [r , t − r ]. Consider the case

s ≤ t/2 and to simplify calculations s = O(t)

in what follows.

Due to entropic repulsion: w.l.o.g.

xk(t), x`(t) ∈ m(t) + D

and

xk(s)(= x`(s)) < D̄ + Et,α(s) = D̄ +
√

2s − s

t

3

2
√

2
log(t)− sα

∼
√

2s − sα

for some fixed 0 < α < 1/2 and for all s ∈ [r , t − r ].

• For particles k and ` to reach m(t) + D, the MRCA of k and l (at time s)
must itself produce a BBM that after a time-interval of length t − s has
height at least(

m(t)−min(D)
)
−
(√

2s − sα
)
∼
√

2(t − s) + sα.

Sandra Kliem (Univ. Duisburg-Essen) Extremal Particles in BBM 3. August, 2017 53 / 36



• Number of possible choices for ancestor: At time s, there are on average es

particles. The chance of one particle (= BM) to reach (xk(s) =)
√

2s − sα is
of order 1√

2πs
e−

2s2−2
√

2ssα+s2α

2s =
1√
2πs

e−se
√

2sαe−
s2α−1

2 ,

where 2α− 1 < 0. In the product (more particles at this height as if we

consider BBM) at time s we have on average at most of order e
√

2sα choices.

• Chance for ancestor (at time s) to have a child at height
√

2(t − s) + sα (at
time t): Starting with a single particle, the probability that BBM jumps this
high in the time-interval t − s is (use that t − s ≥ r � and s = O(t) and

P(M(t)−m(t) > x) = 1− w(x) ∼ Cxe−
√

2x for x →∞)

P(M(t − s) ≥
√

2(t − s) + sα)

= P
(
M(t − s)−m(t − s) ≥ 3

2
√

2
log(t − s) + sα

)
∼ 1− w

( 3

2
√

2
log(t − s) + sα

)
∼ C (sα + δ)e−

√
2(sα+δ) ∼ e−

√
2sα .

• Chance to have two (that split immediately): of order
(
e−
√

2sα
)2

.

• Overall chance: of order e−
√

2sα , so negligible.
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#4 Other Representations for the extremal process of
BBM, (cf. [ABK13])

Theorem 2, [ABK12]

For any 0 < q < 1, the processes E(q)
t converge in law to the same limit, E0. Also,

limr→∞ limt→∞ E(1−r/t)
t = E0. Moreover, conditionally on Z , E0 = PPP

(
CZ
√

2e−
√

2xdx
)
.

Proposition (Proposition 3.2, [ABK13])
For φ ∈ C+

c (R) and any x ∈ R,

lim
t→∞

E
[
e−

∫
φ(y+x)Et(dy)

]
= E

[
e−C(φ)Ze−

√
2x
]

where, for v(t, y) the solution of F-KPP with initial condition v(0, y) = e−φ(y),

C (φ) = lim
t→∞

√
2

π

∫ ∞
0

(1− v(t, y +
√

2t))ye
√

2ydy

is a strictly positive constant depending on φ only.
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PZ ≡
∑
i∈N

δpi
D
= PPP

(
CZ
√

2e−
√

2xdx
)

Let Ēt ≡
∑

k≤n(t) δxk (t)−
√

2t . Conditionally on {maxk≤n(t) xk (t)−
√

2t ≥ 0}, the process Ēt
converges to a point process Ē =

∑
j δξj . Now define the point process of the gaps by

D ≡∑j δ∆j
, ∆j ≡ ξj −maxj ξj . Note. D is a point process on (−∞, 0] with an atom at 0.

Theorem 2.1 (Main Theorem), [ABK13] Let PZ be as in (7) and let {D(i) : i ∈ N} be a family

of independent copies of the gap-process (8). Then E ≡ limt→∞ Et D=
∑

i,j δpi+∆
(i)
j

.

Let (ηi : i ∈ N) be the atoms of a PPP on (−∞, 0) with intensity measure√
2

π
(−x)e−

√
2xdx .

For each i ∈ N consider independent BBMs with drift −
√

2, i.e.

{x (i)
k (t)−

√
2t : k ≤ n(i)(t)}. The auxiliary point process is defined as

Πt ≡
∑
i,k

δ 1√
2

log(Z)+ηi+x
(i)
k (t)−

√
2t
.

Theorem (Theorem 3.6 (The auxiliary point process), [ABK13])

E D= lim
t→∞

Πt .
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#5 Heuristic for appearance of the Poisson point measure
(Proposition 10.1 in [ABBS13])

Fix k ≥ 1.

• Let Hk be the set of particles (at position k) that hit the spatial position k
first in their line of descent.

Note: Conditionally on Hk , the subtrees rooted at the points of Hk are
independent BBMs started at position k and at a random time (i.e. when
the particle of Hk hit k).

• Define Hk ≡ #Hk . Note: finite a.s. (use m(t) = + 3
2

log(t) and that we consider

the minimum of BBM)

• Now let
Zk ≡ ke−kHk .

Z = limt→∞ Z(t) = limt→∞
∑n(t)

k=1 xk (t)e−xk (t).

Neveu ([N88], (5.4)) shows that

lim
k→∞

Zk = Z , a.s.
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• Let Hk,t ⊂ Hk be the set of all particles that hit k before time t.

• For u ∈ Hk,t , write xu1 (t) for the minimal position at time t of the particles
which are descendants of u.

If u ∈ Hk\Hk,t , let xu1 (t) = 0.

Now define the point measures

P∗k,t ≡
∑
u∈Hk

δxu
1 (t)−m(t)+log(CZk )

and (Zk ≡ ke−kHk and m(t) = 3
2

log(t), i.e. m(t + c)−m(t)→ 0 for t →∞)

P∗k,∞ ≡
∑
u∈Hk

δk+W (u)+log(CZk ),

where, conditionally on FHk
(sigma-algebra generated by the BBM when the

particles are stopped upon hitting the position k), the W (u) are independent
copies of the r.v. W .

Proposition (Proposition 10.1 of [ABBS13])
The following convergences hold in distribution.

lim
t→∞

P∗k,t = P∗k,∞ and lim
k→∞

(P∗k,∞,Zk) = (P,Z )

where P is as in Theorem 2.1 and P and Z are independent.
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