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#### Abstract

My objective for the mini-course is to get a working understanding of the terms involved in the Arthur-Selberg trace formula using the example of SL(2). Starting with the cocompact case I will analyze Arthur's truncated kernel for SL(2). I will analyze the terms in the coarse and fine geometric and spectral expansions that arise from this truncated kernel. I end with the invariant trace formula and Kaletha will continue with the discussion of the stable trace formula. I will closely follow the excellent notes by Prof. Arthur in the Clay volume.
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## 1. Introduction

The sole purpose of these notes is to motivate the reader to understand Arthur's Clay notes [Art05] which are an excellent introduction to the trace formula. We will abbreviate and say trace formula when we refer to one of the versions of the Arthur-Selberg trace formula, the non-invariant, invariant or stable depending on the context.

We start with the trace formula in the co-compact case whose spectral side involves only the discrete spectrum. (change this line) In the general case, the kernel is not integrable so Arthur modifies it to obtain the truncated kernel, an alternating sum indexed by standard parabolic

[^0]subgroups of the group. This truncated kernel has two important properties, namely that it converges absolutely and that it agrees with the (usual) kernel of the right regular representation on a compact set. Arthur develops the coarse geometric and spectral expansions by refining the expression for this truncated kernel. For certain special classes on the two sides he gives more explicit forms. He then goes on to make the terms in these expansions more explicit and refers to it as the fine expansion.

Soon after Jacquet and Langlands [JL70] used the trace formula to compare representations of GL(2) and its twisted forms, it became clear that one of the crucial uses of the trace formula would be to prove functoriality by comparing trace formulas on different groups. This could well be the motivation for Arthur to develop and refine the trace formula as well as the seminar of Clozel-Labesse-Langlands in developing the twisted trace formula (for connected components of reductive algebraic groups). Having developed the fine expansions, Arthur develops the invariant version by transferring the non-invariant terms on the spectral side to the geometric side. For most groups (including SL(2)), the transfer of orbital integrals involves a matching of not just invariant orbital integrals but stable ones. He refines the invariant trace formula to get the stable version. Assuming the fundamental lemma (now proven), he then goes ahead to prove functoriality for classical groups which can be considered as one of the monumental achievements of this theory.

Although many endoscopic cases of functoriality are proven and we deduce more information about the parameters involved, important non-endoscopic cases like symmetric powers still remains open. It was Langlands' paper in 'Beyond Endoscopy’ [Lan04] that galvanized work in this direction. Very naively the hope now is to be able to define (completed) automorphic $L$-functions by imitating the method of Godement-Jacquet (theory of monoids developed by Braverman-Kazhdan, Ngo and Vinberg) and develop a trace formula with spectral side weighted by the residues of these $L$-functions. To prove the 'Beyond Endoscopy’ cases of functoriality one hopes to be able to compare the geometric sides of two such trace formulas.

We begin these notes by reviewing the co-compact case and discussing Arthur's modified kernel and its properties. Although it is very instructive to go over the proofs in [Art05, S 8, 9] we will restrict to discussing a few geometric and combinatorial ideas that go into the proof. Always equipped with the example of $\operatorname{SL}(2)$ we will discuss the coarse geometric and spectral expansions. We then sketch the fine expansion and the invariant trace formula and end the notes with a brief mention of recent convergence results with conjectural applications to Beyond Endoscopy.

The notes are evolving as the lectures progress and the latest version can be found here. I would urge you to not print these notes but in case you do, a monochromatic version can be found here.

## 2. The co-compact case

In this section we will develop the trace formula when the quotient is compact. One reason for going into the details of the co-compact case is to see that the simplest terms occurring in the non-co-compact case are exactly the ones occurring here.
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Let $H$ be a locally compact unimodular topological group and $\Gamma$ be a discrete (not necessarily compact) subgroup of $H$. An important question is to decompose the right regular representation

$$
\begin{gathered}
R: H \rightarrow \mathrm{GL}\left(L^{2}(\Gamma \backslash H)\right), \\
(R(y) \phi)(x)=\phi(x y), \quad \phi \in L^{2}(\Gamma \backslash H)
\end{gathered}
$$

into irreducible unitary representations.
Example 2.1. Take $H=\mathbf{R}$ and $\Gamma=\mathbf{Z}$. The irreducible unitary representations of $H$ are

$$
(x \mapsto \exp (\lambda x)) \quad: \quad \lambda \in i \mathbf{R} .
$$

The isomorphism

$$
R \cong \bigoplus_{\lambda \in 2 \pi i \mathbf{Z}} \exp (\lambda x)
$$

can be realized via the Plancherel theorem for Fourier series:

$$
\begin{aligned}
L^{2}(\mathbf{Z} \backslash \mathbf{R}) & \xrightarrow{\sim} L^{2}(\mathbf{Z}) \\
\phi & \mapsto \hat{\phi}, \quad \text { where } \hat{\phi}(n)=\int_{\mathbf{Z} \backslash \mathbf{R}} \phi(x) \exp (2 \pi i n x) d x
\end{aligned}
$$

Plancherel's theorem : $\|\phi\|=\|\hat{\phi}\|$.
Example 2.2. When we take $\Gamma=\{1\}$ the decomposition of $R$ is continuous and is given by the Plancherel theorem for Fourier transforms, namely $\|f\|_{2}=\|\hat{f}\|_{2}$ where $\hat{f}$ is the Fourier transform of $f$.

In general for arbitrary $H$ and $\Gamma$, we have

$$
R=\text { discrete } \bigoplus \text { continuous }
$$

Langlands' theory of Eisenstein series gives an explicit decomposition in terms of the cuspidal spectrum and we will discuss this further when dealing with the spectral side of the trace formula. In order to study the representation $R$, we look at the operator $R(f)$ on $L^{2}(\Gamma \backslash H)$ for a compactly supported function $f$ on $H$ where

$$
R(f)=\int_{H} f(y) R(y) \mathrm{d} y
$$

We would like to understand the trace of this operator.

$$
\begin{aligned}
(R(f) \phi)(x) & =\int_{H} f(y)(R(y) \phi)(x) \mathrm{d} x \\
& =\int_{H} f(y) \phi(x y) \mathrm{d} y \\
& =\int_{H} f\left(x^{-1} y\right) \phi(y) \mathrm{d} y \quad \text { since } \phi(\gamma y)=\phi(y) \\
& =\int_{\Gamma \backslash H} \sum_{\gamma \in \Gamma} f\left(x^{-1} \gamma y\right) \phi(y) \mathrm{d} y \\
& =\int_{\Gamma \backslash H} \phi(y) K(x, y) \mathrm{d} y
\end{aligned}
$$

where $K(x, y)=\sum_{\gamma \in \Gamma} f\left(x^{-1} \gamma y\right)$. The sum over $\gamma$ is finite since $f$ is of compact support.
To continue further, we make the very special assumption: $\Gamma \backslash H$ is compact. Then the following two things are true.
(1) $\quad K(x, y)$ is compactly supported

Hence square-integrable
$\Rightarrow R(f)$ is Hilbert-Schmidt class
$\Rightarrow R(f)$ is compact (self-adjoint) operator.
Therefore by the spectral theory of self-adjoint compact operators,

$$
R=\bigoplus_{\pi} m(\pi, R) \pi
$$

where $0 \leq m(\pi, R)<\infty$. Additionally if we assume

$$
f(x)=\left(g * g^{*}\right)(x)=\int_{H} g(y) \overline{g\left(x^{-1} y\right)} \mathrm{d} y
$$

for a function $g$ on $H$ of compact support then $R$ is self-adjoint.
(2) If $H$ is a Lie group and $f$ is smooth of compact support then $R(f)$ is of trace class so

$$
\operatorname{trace} R(f)=\int_{\Gamma \backslash H} K(x, x) \mathrm{d} x .
$$

Suppose $\{\Gamma\}$ is a set of representatives of conjugacy classes in $\Gamma$. For any subset $\Omega$ of $H$, let $\Omega_{\gamma}$ denote the centralizer of $\gamma$ in $\Omega$. Then,

$$
\begin{aligned}
\operatorname{trace} R(f) & =\int_{\Gamma \backslash H} K(x, x) \mathrm{d} x \\
& =\int_{\Gamma \backslash H} \sum_{\gamma \in \Gamma} f\left(x^{-1} \gamma x\right) \mathrm{d} x \\
& =\int_{\Gamma \backslash H} \sum_{\gamma \in\{\Gamma\}} \sum_{\delta \in \Gamma_{\gamma} \backslash \Gamma} f\left(x^{-1} \delta^{-1} \gamma \delta x\right) \mathrm{d} x \\
& =\int_{\Gamma_{\gamma} \backslash H} \sum_{\gamma \in\{\Gamma\}} f\left(x^{-1} \gamma x\right) \mathrm{d} x \\
& =\sum_{\gamma \in\{\Gamma\}} \int_{H_{\gamma} \backslash H} \int_{\Gamma_{\gamma} \backslash H_{\gamma}} f\left(x^{-1} u^{-1} \gamma u x\right) \mathrm{d} u \mathrm{~d} x \\
& =\sum_{\gamma \in\{\Gamma\}} \operatorname{Vol}\left(\Gamma_{\gamma} \backslash H_{\gamma}\right) \int_{H_{\gamma} \backslash H} f\left(x^{-1} \gamma x\right) \mathrm{d} x \quad \text { since } u \in H_{\gamma} \text { so } u^{-1} \gamma u=\gamma .
\end{aligned}
$$

This is the geometric expansion. On the other hand, the decomposition

$$
R=\bigoplus m(\pi, R) \pi
$$

gives

$$
\operatorname{trace} R(f)=\sum_{\pi} m(\pi, R) \text { trace } \pi(f)
$$

Thus we have an identity of linear forms,

$$
\sum_{\gamma} a_{\Gamma}^{H}(\gamma) f_{H}(\gamma)=\sum_{\pi} a_{\Gamma}^{H}(\pi) f_{H}(\pi),
$$

where $\gamma \in\{\Gamma\}$,

$$
\left.\begin{array}{l}
\qquad f_{H}(\gamma)=\int_{H_{\curlyvee} \backslash H} f\left(x^{-1} \gamma x\right) \mathrm{d} x \\
a_{\Gamma}^{H}(\gamma)=\operatorname{Vol}\left(\Gamma_{\gamma} \backslash H_{\gamma}\right)
\end{array}\right\} \text { Geometric side } \quad \begin{aligned}
& \text { Spectral side } \quad\left\{\begin{array}{l}
f_{H}(\pi)=\operatorname{trace} \pi(f)=\operatorname{trace}\left(\int f(y) \pi(y) \mathrm{d} y\right) \\
a_{\Gamma}^{H}(\pi)=m(\pi, R) .
\end{array}\right.
\end{aligned}
$$

This is the Selberg trace formula for compact quotient. As a quick exercise the reader should use this formula to prove Frobenius reciprocity when $H$ is a finite group. Also, when $H=\mathbf{R}$ and $\Gamma=\mathbf{Z}$ it is easy to see the trace formula reduces to the Poisson summation formula,

$$
\sum_{n \in \mathbf{Z}} f(n)=\sum_{n \in \mathbf{Z}} \hat{f}(n) .
$$

## 3. Notations

Before investigating the problems we run into when generalizing the compact case, we introduce some notations.

Let $G$ be a connected reductive group over $\mathbf{Q}$ and denote by $\mathbf{A}$ the adeles of $\mathbf{Q}$. For concreteness it is good to have an explicit group in mind, like GL(3) or $\mathrm{Sp}(4)$. We will explicitly carry out calculations when $G=\operatorname{SL}(2)$. Let $A_{G}$ be the largest central subgroup of $G$ over $\mathbf{Q}$ that is a Q-split torus. (So $\left.A_{G} \cong \mathrm{GL}(1)^{k}\right)$. In the case of SL(2), $A_{G}=\{1\}$. Denote by $X(G)_{\mathbf{Q}}=X(G)$ the free abelian group of rank $k$ given by

$$
X(G)=\operatorname{Hom}_{\mathbf{Q}}(G, \mathrm{GL}(1)) .
$$

Define the real vector spaces

$$
\begin{aligned}
& \mathfrak{a}_{G}:=\operatorname{Hom}_{\mathbf{Z}}(X(G), \mathbf{R}) \\
& \mathfrak{a}_{G}^{*}:=X(G) \otimes_{\mathbf{Q}} \mathbf{R} .
\end{aligned}
$$

and their respective complexification by $\mathfrak{a}_{G, \mathbf{C}}$ and $\mathfrak{a}_{G, \mathbf{C}}^{*}$. Define the Harish-Chandra map by

$$
\begin{array}{ll} 
& H_{G}: G(\mathbf{A}) \rightarrow \mathfrak{a}_{G} \\
\left\langle H_{G}(x), \chi\right\rangle=\log |\chi(x)|, & \chi \in X(G)
\end{array}
$$

and denote its kernel by $G(\mathbf{A})^{1}$. If we denote $A_{G}(\mathbf{R})^{\circ}$ by $\mathscr{A}_{G}$ then $G(\mathbf{A})$ is the direct product of $G(\mathbf{A})^{1}$ and $\mathscr{A}_{G}$. In the case of $\operatorname{SL}(2)$, the vector spaces $\mathfrak{a}_{G}, \mathfrak{a}_{G}^{*}$ and the map $H_{G}$ are all trivial and $G(\mathbf{A})=G(\mathbf{A})^{1}$.

We will assume the reader is familiar with the notion of parabolic subgroups. Fix a minimal parabolic subgroup $P_{0}$ with Levi decomposition $P_{0}=M_{0} N_{0}$. Call a parabolic subgroup $P$ as standard if $P \supseteq P_{0}$. Such a parabolic subgroup has a unique Levi decomposition ( $M_{P} \supseteq M_{0}$ ) given by

$$
1 \rightarrow N_{P} \rightarrow P \rightarrow M_{P} \rightarrow 1 .
$$

In the case of SL(2), it is customary to choose $\left\{\left(\begin{array}{ll}* & * \\ 0 & *\end{array}\right)\right\}$ as the minimal parabolic subgroup $P_{0}$. The only standard parabolic subgroups are $\left\{P_{0}, G\right\}$. Let $A_{P}, \mathscr{A}_{P}, \mathfrak{a}_{P}, \mathfrak{a}_{P}^{*}$ denote $A_{M_{P}}, A_{M_{P}}(\mathbf{R})^{\circ}, \mathfrak{a}_{M_{P}}$ and $\mathfrak{a}_{M_{P}}^{*}$ respectively. If $P=P_{0}$ we will further abbreviate to $A_{0}, \mathscr{A}_{0}, \mathfrak{a}_{0}, \mathfrak{a}_{0}^{*}$ etc.

The trace formula we develop essentially depends on the choice of a maximal compact subgroup of $G(\mathbf{A})$ which we now choose. For $G=\mathrm{SL}(2)$ and $p$ a rational prime, denote $K_{p}=$ $\mathrm{SL}\left(2, \mathbf{Z}_{p}\right)$. At the Archimedean place, let $K_{\infty}=\mathrm{SO}(2, \mathbf{R})$. Then $K=K_{\infty} \times \prod_{p} K_{p}$ is a maximal compact subgroup of $\operatorname{SL}(2, \mathbf{A})$. In general for every rational prime $p$, we fix $K_{p}$ to be a maximal compact subgroup of $G\left(\mathbf{Q}_{p}\right)$ satisfying certain conditions (i.e., corresponds to a special point in the Bruhat-Tits building; Arthur calls them as 'good'). Having defined the maximal compact subgroup $K$ of $G(\mathbf{A})$, we extend the map $H_{P}=H_{M_{P}}$ initially defined on $M_{P}(\mathbf{A})$ to $G(\mathbf{A})$ by

$$
\begin{gathered}
H_{P}: G(\mathbf{A}) \rightarrow \mathfrak{a}_{P} \\
H_{P}(g)=H_{P}(m)=H_{M_{P}}(m)
\end{gathered}
$$

where we use the Iwasawa decomposition to write $g=n m k$ with $n \in N_{P}(\mathbf{A}), m \in M_{P}(\mathbf{A})$ and $k \in K$.

Arthur discusses two problems when we mimic the case of $(H, \Gamma)$ in Section 2 when the quotient $\Gamma \backslash H$ is not compact. The geometric side would look like

$$
\sum_{\gamma \in G(\mathbf{Q})} \operatorname{Vol}\left(G(\mathbf{Q})_{\gamma} \backslash G(\mathbf{A})_{\gamma}^{1}\right) \int_{G(\mathbf{A})_{\gamma}^{1} \backslash G(\mathbf{A})^{1}} f\left(x^{-1} \gamma x\right) \mathrm{d} x .
$$

Problem 1: $\operatorname{Vol}\left(G(\mathbf{Q})_{\gamma} \backslash G(\mathbf{A})_{\gamma}^{1}\right)$ may be infinite.
Problem 2: The integral over $G(\mathbf{A})_{\gamma}^{1} \backslash G(\mathbf{A})^{1}$ may diverge.
Arthur explains these divergence issues for $G=G L(2)$ and attributes them to the existence of nontrivial parabolic subgroups. Indeed we have
Theorem 3.1 (Borel-Harish-Chandra). The quotient $G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}$ is non-compact if and only if $G$ has proper parabolic subgroups defined over $\mathbf{Q}$.

One of Arthur's first contribution is to truncate the kernel by writing it as an alternating sum over standard parabolic subgroups of $G$ and prove it converges absolutely. We discuss this in the next section.

## 4. The kernel and its truncation

To explain the terms in the truncated kernel we need to define some notations. Suppose we have two standard parabolic subgroups $P_{1} \subseteq P_{2}$. Thus there is a $\mathbf{Q}$-rational embedding

$$
A_{P_{2}} \subseteq A_{P_{1}} \subseteq M_{P_{1}} \subseteq M_{P_{2}} .
$$

The restriction homomorphism

$$
X\left(M_{P_{2}}\right)_{\mathbf{Q}} \rightarrow X\left(M_{P_{1}}\right)_{\mathbf{Q}}
$$

gives a linear injection

$$
\mathfrak{a}_{P_{2}}^{*} \hookrightarrow \mathfrak{a}_{P_{1}}^{*}
$$

and a dual linear surjection

$$
\mathfrak{a}_{P_{1}} \rightarrow \mathfrak{a}_{P_{2}}
$$

We denote the kernel of the latter map by $\mathfrak{a}_{P_{1}}^{P_{2}}$. The homomorphism $X\left(A_{P_{1}}\right)_{\mathbf{Q}} \rightarrow X\left(A_{P_{2}}\right)_{\mathbf{Q}}$ is surjective so gives a surjection

$$
\mathfrak{a}_{P_{1}}^{*} \rightarrow \mathfrak{a}_{P_{2}}^{*}
$$

and a dual linear injection

$$
\mathfrak{a}_{P_{2}} \hookrightarrow \mathfrak{a}_{P_{1}}
$$

Thus we have a split exact sequence of real vector spaces, namely

$$
0 \rightarrow \mathfrak{a}_{P_{1}}^{P_{2}} \rightarrow \mathfrak{a}_{P_{1}} \leftrightarrows \mathfrak{a}_{P_{2}} \rightarrow 0
$$

and

$$
0 \rightarrow \mathfrak{a}_{P_{2}}^{*} \rightleftarrows \mathfrak{a}_{P_{1}}^{*} \rightarrow \mathfrak{a}_{P_{1}}^{*} / \mathfrak{a}_{P_{2}}^{*} \rightarrow 0 .
$$

$\operatorname{Set}\left(\mathfrak{a}_{P_{1}}^{P_{2}}\right)^{*}:=\mathfrak{a}_{P_{1}}^{*} / \mathfrak{a}_{P_{2}}^{*}$.
For any parabolic subgroup $P$, let $\Phi_{P}$ denote the set of roots of $\left(P, A_{P}\right)$. Identify $\Phi_{P}$ as a subset of $\mathfrak{a}_{P}^{*}$ by

$$
\Phi_{P} \subseteq X\left(A_{P}\right)_{\mathbf{Q}} \subseteq X\left(A_{P}\right)_{\mathbf{Q}} \otimes \mathbf{R}=\mathfrak{a}_{P}^{*} .
$$

Set $\Phi_{0}:=\Phi_{P_{0}}$. This is a valid root system. Let $\Delta_{0} \subseteq \Phi_{0}$ denote the set of simple roots. Then $\Delta_{0}$ is a basis of $\left(\mathfrak{a}_{0}^{G}\right)^{*}$ as a real vector space. Analogously the set $\Delta_{0}^{\vee}=\left\{\alpha^{\vee}: \alpha \in \Delta_{0}\right\}$ of coroots is a basis of $\mathfrak{a}_{0}^{G}:=\mathfrak{a}_{P_{0}}^{G}$. Denote the dual bases of $\Delta_{0}$ (resp. $\Delta_{0}^{\vee}$ ) by $\hat{\Delta}_{0}^{\vee}$ (resp. $\hat{\Delta}_{0}$ ).

By the theory of algebraic groups there is a bijection between subsets $\Delta_{0}^{P}$ of $\Delta_{0}$ and standard parabolic subgroups $P$ of $G$ over $\mathbf{Q}$ such that

$$
\mathfrak{a}_{P}=\left\{H \in \mathfrak{a}_{0}: \alpha(H)=0 \forall \alpha \in \Delta_{0}^{P}\right\} .
$$

Denote by $\Delta_{P}$ the set of linear forms on $\mathfrak{a}_{P}$ obtained by restricting elements of $\Delta_{0} \backslash \Delta_{0}^{P}$. It is a basis of $\left(\mathfrak{a}_{P}^{G}\right)^{*}:=\mathfrak{a}_{P}^{*} / \mathfrak{a}_{G}^{*}$. Another basis is $\hat{\Delta}_{P}=\left\{\varpi_{\alpha}: \alpha \in \Delta_{0} \backslash \Delta_{0}^{P}\right\}$. The corresponding dual bases are

$$
\hat{\Delta}_{P}^{\vee}=\left\{\varpi_{\alpha}^{\vee}: \alpha \in \Delta_{P}\right\}
$$

and

$$
\Delta_{P}^{\vee}=\left\{\alpha^{\vee}: \alpha \in \Delta_{P}\right\}
$$

More generally when $P_{1} \subseteq P_{2}$ we define the subsets

$$
\Delta_{P_{1}}^{P_{2}}, \hat{\Delta}_{P_{1}}^{P_{2}} \subset \mathfrak{a}_{P_{1}}^{P_{2}}
$$

and

$$
\left(\Delta_{P_{1}}^{P_{2}}\right)^{\vee},\left(\hat{\Delta}_{P_{1}}^{P_{2}}\right)^{\vee} \subset\left(\mathfrak{a}_{P_{1}}^{P_{2}}\right)^{*}
$$

analogously, with 'everything happening inside $M_{P_{2}}$ '. Note that the notion of roots and coroots of a root system is true when $P_{1}=P_{0}$ but not in general.

We now calculate these objects for SL(2). As remarked earlier, the set $\mathscr{P}^{G}\left(M_{0}\right)$ of standard parabolic subgroups of $G$ with Levi contained in $M_{0}$ is $\left\{G, P_{0}\right\}$ for $G=\operatorname{SL}(2)$. Since SL(2) has no nontrivial characters so $X(\operatorname{SL}(2))$ is trivial. So are the real vector spaces $\mathfrak{a}_{G}$ and $\mathfrak{a}_{G}^{*}$. However $X\left(M_{0}\right)$ is spanned by the root $\beta_{1}=e_{1}-e_{2}$ where $e_{i}\left(\begin{array}{ll}t_{1} & \\ & t_{2}\end{array}\right)=t_{i}$ and $t_{1} t_{2}=1$. Thus, we have

$$
\begin{aligned}
& \text { Roots: } \Delta_{0}=\left\{\beta_{1}=e_{1}-e_{2}\right\}, \\
& \text { Co-roots: } \Delta_{0}^{\vee}=\left\{\beta_{1}^{\vee}=e_{1}^{\vee}-e_{2}^{\vee}\right\}, \\
& \text { Weights: } \hat{\Delta}_{0}=\left\{\varpi_{1}=\frac{1}{2}\left(e_{1}-e_{2}\right)\right\} \text {, and } \\
& \text { Co-weights: } \hat{\Delta}_{0}^{\vee}=\left\{\varpi_{1}^{\vee}=\frac{1}{2}\left(e_{1}^{\vee}-e_{2}^{\vee}\right)\right\},
\end{aligned}
$$

where the usual relations $\left(e_{i}, e_{j}\right)=\delta_{i, j}$ and $\left(\beta_{i}, \beta_{i}^{\vee}\right)=2$ hold. Recall that $K$ was chosen to be $\mathrm{SO}(2, \mathbf{R}) \times \prod_{p} \mathrm{SL}\left(2, \mathbf{Z}_{p}\right)$. Then we can identify elements in the adelic quotient

$$
\mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}) / K
$$

as points in the fundamental domain for $\operatorname{SL}(2, \mathbf{Z})$ via

$$
\begin{equation*}
\mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}) / K \simeq \mathrm{SL}(2, \mathbf{Z}) \backslash \mathrm{SL}(2, \mathbf{R}) / \mathrm{SO}(2, \mathbf{R}) \simeq \mathrm{SL}(2, \mathbf{Z}) \backslash \mathbf{H}, \tag{1}
\end{equation*}
$$

where $\mathbf{H}$ is the upper half complex plane $\{x+i y: x, y \in \mathbf{R}, y>0\}$. We have the Iwasawa decomposition $g=n m k$ as

$$
x+i y=\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
y^{1 / 2} & \\
& y^{-1 / 2}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right) \cdot i
$$

The map $H_{0}: G(\mathbf{A}) \rightarrow \mathfrak{a}_{0}$ satisfies

$$
\left\langle H_{0}(g), \beta_{1}\right\rangle=\log \left|\beta_{1}(g)\right|=\log \left|\beta_{1}\left(\begin{array}{ll}
y^{1 / 2} & \\
& y^{-1 / 2}
\end{array}\right)\right|=\log |y| .
$$

For a standard parabolic subgroup $P$, let $\tau_{P}$ be the characteristic function of the cone

$$
\mathfrak{a}_{P}^{+}=\left\{t \in \mathfrak{a}_{P}: \alpha(t)>0 \forall \alpha \in \Delta_{P} .\right\}
$$

Analogously let $\hat{\tau}_{P}$ be the characteristic function of the subset

$$
\left\{t \in \mathfrak{a}_{P}: \varpi(t)>0 \forall \varpi \in \hat{\Delta}_{P}\right\} .
$$

We say the point $T$ is 'sufficiently' regular if for every $\alpha \in \Delta_{0}, \alpha(T) \gg 0$. This means that the point $T$ is in the positive Weyl chamber sufficiently away from the walls in $\mathfrak{a}_{0}$.

In the case of SL(2) when $P=P_{0}$, these cones are just rays on the line $\mathfrak{a}_{0}$. The point $T \in \mathfrak{a}_{0}$ is regular if it is sufficiently away from the origin. Although case of SL(2) simplifies the combinatorics, the example of SL(3) that Arthur carries out is quite instructive.

Just as we had the right regular representation $R=R_{G}$ of $G(\mathbf{A})$ on $L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$ so also for every parabolic subgroup $P=M_{P} N_{P}$, the regular representation $R_{P}$ of $G(\mathbf{A})$ on $L^{2}\left(N_{P}(\mathbf{A}) M_{P}(\mathbf{Q}) \backslash\right.$ $G(\mathbf{A})$ ) is defined by

$$
\left(R_{P}(y) \phi\right)(x)=\phi(x y)
$$

Indeed,

$$
R_{P}=\operatorname{Ind}_{N_{P}(\mathbf{A}) M_{P}(\mathbf{Q})}^{G(\mathbf{Q})} \mathbf{1}_{N_{P}(\mathbf{A})} \otimes R_{M_{P}}
$$

This gives an operator $R_{P}(f)$ for $f \in \mathscr{C}_{c}^{\infty}(G(\mathbf{A}))$ whose kernel is given by

$$
K_{P}(x, y)=\int_{N_{P}(\mathbf{A})} \sum_{\gamma \in M_{P}(\mathbf{Q})} f\left(x^{-1} \gamma n y\right) \mathrm{d} n, \quad x, y \in N_{P}(\mathbf{A}) M_{P}(\mathbf{Q}) \backslash G(\mathbf{A}) .
$$

Arthur defines the modified kernel for $T \in \mathfrak{a}_{0}$ sufficiently regular (depending on $f$ ) as

$$
\begin{equation*}
k^{T}(x)=k^{T}(x, f)=\sum_{P \supseteq P_{0}}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})} K_{P}(\delta x, \delta x) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) . \tag{2}
\end{equation*}
$$

For SL(2) there are two terms, namely

$$
\begin{equation*}
k^{T}(x, f)=K_{G}(x, x)-\sum_{\delta \in P_{0}(\mathbf{Q}) \backslash G(\mathbf{Q})} K_{0}(\delta x, \delta x) \hat{\tau}_{0}\left(H_{0}(\delta x)-T\right) . \tag{3}
\end{equation*}
$$

In [Art05, Theorem 6.1] Arthur

$$
\begin{array}{|c|}
P=P_{0} \\
\hline P=G
\end{array}
$$

$\qquad$
Figure 1. Partitions of the fundamental domain

- proves the integral over the kernel, namely

$$
J^{T}(f)=\int_{G\left(\mathbf{Q} \backslash \backslash(\mathbf{A})^{1}\right.} k^{T}(x, f) \mathrm{d} x
$$

converges absolutely for $T$ sufficiently regular,

- shows that the map $T \mapsto J^{T}(f)$ is a polynomial in $T \in \mathfrak{a}_{0}$, and
- gets the spectral and geometric expansions out of $k^{T}(x)$.

Because it covers many important aspects of the trace formula, we will go into details discussing the proof of Theorem 6.1. For instance, the coarse geometric expansion follows closely on the steps of the proof of this theorem. The combinatorics discussed here play an important role in the fine geometric expansion.

## 5. Discussion on the proof of Theorem 6.1

In the case of SL(2), consider the characteristic function $\hat{\tau}_{0}\left(H_{0}(\delta x)-T\right)$ appearing in Equation (4). For what values of $\delta x$ does it equal 1 ?

Fix $x \in \operatorname{SL}(2, \mathbf{A})$ and recall the identification of $\operatorname{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}) / K$ in Equation (1) with the fundamental domain of SL(2,Z). Clearly the image of $x$ and $\delta x$ in this fundamental domain agree when $\delta \in P_{0}(\mathbf{Q}) \backslash G(\mathbf{Q})$. Also recall that $\hat{\Delta}_{0}=\left\{\varpi_{1}=\frac{1}{2}\left(e_{1}-e_{2}\right)\right\}$ and $\hat{\tau}_{0}$ is the characteristic function of the subset

$$
\left\{t \in \mathfrak{a}_{0}: \varpi_{1}(t)>0\right\} .
$$

We can write $T \in \mathfrak{a}_{0}$ as $T=t \beta_{1}^{\vee}$ with $t \in \mathbf{R}$ and $\Delta_{0}=\left\{\beta_{1}\right\}$. The condition that $T$ is sufficiently regular just means that $t \gg 0$. Now the condition that $\hat{\tau}_{0}\left(H_{0}(\delta x)-T\right)=1$ is equivalent to

$$
\varpi_{1}\left(H_{0}(\delta x)\right)=\varpi_{1}\left(H_{0}(x)\right)>\varpi_{1}(T),
$$

which implies

$$
\log \left|\varpi_{1}(x)\right|>\varpi_{1}\left(t \beta_{1}^{\vee}\right)=t .
$$


$\qquad$
Figure 2. Partitions of the Siegel set
Identifying $x \in \mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}) / K$ with the point $x+i y$ in the fundamental domain (do note the unfortunate abuse of notation) we have

$$
\begin{aligned}
& H_{0}(x)= H_{0}\left(\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
y^{1 / 2} & \\
& y^{-1 / 2}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\right) \\
&=\left.H_{0}\left(\begin{array}{ll}
y^{1 / 2} & y^{-1 / 2}
\end{array}\right)\right) . \\
& \quad \therefore \log \left|\varpi_{1}\left(\begin{array}{ll}
y^{1 / 2} & y^{-1 / 2}
\end{array}\right)\right|>t \\
& \quad \therefore y>\exp (2 t) .
\end{aligned}
$$

Fundamental domain picture showing two areas, namely $y>\exp (2 t)$ and $y \leq \exp (2 t)$.
As noted earlier in Equation (4), the truncated kernel for SL(2) is

$$
\begin{equation*}
k^{T}(x, f)=K_{G}(x, x)-\sum_{\delta \in P_{0} \mathbf{( Q ) \backslash G ( \mathbf { Q } )}} K_{0}(\delta x, \delta x) \hat{\tau}_{0}\left(H_{0}(\delta x)-T\right) . \tag{4}
\end{equation*}
$$

Observe that if $x$ belongs to the lower half in above picture then

$$
k^{T}(x)=K_{G}(x, x)=K(x, x)=\sum_{\gamma \in \operatorname{SL}(2, \mathbf{Q})} f\left(x^{-1} \gamma x\right) .
$$

This is true in general, there is a compact set such that $k^{T}(x)$ equals $K_{G}(x, x)$ for $x$ in this compact set.
5.1. Siegel sets. Suppose $T_{1} \in \mathfrak{a}_{0}$ and $\omega$ is a compact subset of $N_{P_{0}}(\mathbf{A}) M_{P_{0}}(\mathbf{A})^{1}$. The subset

$$
\mathscr{S}^{G}\left(T_{1}\right)=\mathscr{S}^{G}\left(T_{1}, \omega\right)=\left\{x=p a k \in G(\mathbf{A}): p \in \omega, a \in A_{0}, k \in K \text { such that } \tau_{0}\left(H_{0}(a)-T_{1}\right)=1\right\}
$$

is called the Siegel set associated to $T_{1}$ and $\omega$.
We would like to know what the condition $\tau_{0}\left(H_{0}(a)-T_{1}\right)=1$ means for $G=\operatorname{SL}(2)$. The decomposition $M_{0}(\mathbf{A})=M_{0}(\mathbf{A})^{1} \times \mathscr{A}_{0}$ is given by the norm map on the ideles and is quivalent
to $\mathbf{I}_{\mathbf{Q}}=\mathbf{I}^{1} \times\left(\mathbf{R}^{*}\right)^{0}$. As before, we can write $a=\left(\begin{array}{cc}y^{1 / 2} & \\ & y^{-1 / 2}\end{array}\right)$ and $\Delta_{0}=\left\{\beta_{1}=e_{1}-e_{2}\right\}$. Write $T_{1}=t_{1} \varpi_{1}$. Then

$$
\tau_{0}\left(H_{0}(a)-T_{1}\right)=1 \Leftrightarrow \beta_{1}\left(H_{0}(a)\right)>\beta_{1}\left(T_{1}\right) \Leftrightarrow \log |y|>t_{1}, \text { i.e., } y>\exp \left(t_{1}\right) .
$$

Theorem 5.1 (Borel-Harish-Chandra). One can choose $T_{1}$ and $\omega$ so that

$$
G(\mathbf{A})=G(\mathbf{Q}) \mathscr{S}^{G}\left(T_{1}, \omega\right) .
$$

For this to hold in the case of SL(2), we ought to cover the fundamental domain. So the compact subset $\omega \subseteq N_{0}(\mathbf{A}) M_{0}(\mathbf{A})^{1}$ must be chosen of width greater than that of the fundamental domain, i.e., width $>1$ and $T_{1}=t_{1} \omega_{1}$ should satisfy $\exp \left(t_{1}\right)<1 / 2$.

Now onward fix $T_{1}$ and $\omega$ satisfying this theorem. Define the truncated Siegel set for $T \in \mathfrak{a}_{0}$ by

$$
\mathscr{S}^{G}\left(T, T_{1}, \omega\right)=\left\{x \in \mathscr{S}^{G}\left(T_{1}, \omega\right): \varpi\left(H_{0}(x)-T\right) \leq 0 \forall \varpi \in \hat{\Delta}_{0} .\right\}
$$

Write $F^{G}(x, T)$ to be the characteristic function in $x$ of the projection of $\mathscr{S}^{G}(T, T, \omega)$ onto $G(\mathbf{Q}) \backslash G(\mathbf{A})$. More generally for a standard parabolic subgroup $P$ define

$$
\mathscr{S}^{P}\left(T_{1}\right)=\mathscr{S}^{P}\left(T_{1}, \omega\right), \mathscr{S}^{P}\left(T_{1}, T\right)=\mathscr{S}^{P}\left(T_{1}, T, \omega\right) \text { and } F^{P}(x, T)
$$

by replacing $\Delta_{0}, \hat{\Delta}_{0}$ and $G(\mathbf{Q}) \backslash G(\mathbf{A})$ with $\Delta_{0}^{P}, \hat{\Delta}_{0}^{P}$ and $P(\mathbf{Q}) \backslash G(\mathbf{A})$ in the respective definitions. We have the partition lemma of Arthur:
Lemma 5.2. For any $x \in G(\mathbf{A})$,

$$
\sum_{P \supseteq P_{0}} \sum_{\delta \in P_{0}(\mathbf{Q}) \backslash G(\mathbf{Q})} F^{P}(\delta x, T) \tau_{P}\left(H_{P}(\delta x)-T\right)=1
$$

For a geometric interpretation of this lemma, see [Art05, p. 39]. In the case of SL(2) the content of this lemma is that the fundamental domain for SL(2) is partitioned according to standard parabolic subgroups as in above figure.

We will apply this lemma in a more general setting. Let $P_{1} \subseteq P$. Then

$$
P_{1} \backslash P \simeq\left(P_{1} \cap M_{P}\right) N_{P} \backslash M_{P} N_{P} \simeq P_{1} \cap M_{P} \backslash M_{P} .
$$

Set

$$
\tau_{P_{1}}^{P}:=\tau_{P_{1} \cap M_{P}} ; \quad \hat{\tau}_{P_{1}}^{P}:=\hat{\tau}_{P_{1} \cap M_{P}} .
$$

We can consider these functions as defined on $\mathfrak{a}_{0}$ but depending only on the projection of $\mathfrak{a}_{0}$ onto $\mathfrak{a}_{P_{1}}^{P}$ :

$$
\mathfrak{a}_{0}=\mathfrak{a}_{0}^{P_{1}} \oplus \mathfrak{a}_{P_{1}}^{P} \oplus \mathfrak{a}_{P}
$$

The more general version of the above lemma states that
Lemma 5.3. For fixed $P$, the sum

$$
\sum_{\substack{P_{1}: \\ P_{0} \subseteq P_{1} \subseteq P}} \sum_{\delta_{1} \in P_{1}(\mathbf{Q}) \backslash P(\mathbf{Q})} F^{P_{1}}\left(\delta_{1} x, T\right) \tau_{P_{1}}^{P}\left(H_{P_{1}}(\delta x)-T\right)
$$

equals 1.

Proof. Apply the previous lemma to $M_{P}$ instead of $G$. If $y=n m k$ where $n \in N_{P}(\mathbf{A}), m \in M_{P}(\mathbf{A})$ and $k \in K$ then

$$
H_{P_{1}}(y)=H_{M_{P_{1}}}(m)
$$

The sum $P_{0} \subseteq P^{\prime} \subseteq M_{P}$ is equivalent (taking $P^{\prime}:=P_{1} \cap M_{P}$ ) to $P_{1}: P_{0} \subseteq P_{1} \subseteq P$. Make this more clear. Thus,

$$
F^{P^{\prime}}(\delta x, T)=F^{M_{P} \cap P_{1}}(--)=F^{P_{1}}(-)
$$

We now begin the proof of [Art05, Theorem 6.1]. When writing these notes, I was quite ambitious with what I could achieve in five lectures. I will not go over the proof in the lectures but highly recomend working out the details for $G=\mathrm{SL}(2)$ for which there are many combinatorial simplifications. Substituting the above lemma in the definition of $k^{T}(x)$ gives

$$
\begin{aligned}
& k^{T}(x)=\sum_{P \supseteq P_{0}}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})} K_{P}(\delta x, \delta x) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) \\
&=\sum_{P \supseteq P_{0}}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})}\left[\sum_{P_{1} \subseteq P} \sum_{\delta_{1} \in P_{1}(\mathbf{Q}) \backslash P(\mathbf{Q})} F^{P_{1}}\left(\delta_{1} \delta x, T\right) \tau_{P_{1}}^{P}\left(H_{P_{1}}\left(\delta_{1} \delta x\right)-T\right)\right] \\
& \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) K_{P}(\delta x, \delta x)
\end{aligned}
$$

where

$$
K_{P}(x, y)=\int_{N_{P}(\mathbf{A})} \sum_{\gamma \in M_{P}(\mathbf{Q})} f\left(x^{-1} \gamma n y\right) \mathrm{d} n
$$

If $\delta_{1} \in P(\mathbf{Q})$ then

$$
\begin{aligned}
K_{P}\left(\delta_{1} x, \delta_{1} y\right) & =\int_{N_{P}(\mathbf{A})} \sum_{\gamma \in M_{P}(\mathbf{Q})} f\left(x^{-1} \delta_{1}^{-1} \gamma n \delta_{1} y\right) \mathrm{d} n \\
& =\int_{N_{P}(\mathbf{Q}) \backslash N_{P}(\mathbf{A})} \sum_{\gamma \in P(\mathbf{Q})} f\left(x^{-1} \delta_{1}^{-1} \gamma n \delta_{1} y\right) \mathrm{d} n \\
& =K_{P}(x, y)
\end{aligned}
$$

Similarly $H_{G}$ is $G(\mathbf{Q})$-invariant and $H_{P}$ is $P(\mathbf{Q})$-invariant. So $H_{P}(\delta x)=H_{P}(x)$ for $\delta_{1} \in P(\mathbf{Q})$. So the sums over $\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})$ and $\delta_{1} \in P_{1}(\mathbf{Q}) \backslash P(\mathbf{Q})$ can be combined together giving

$$
k^{T}(x)=\sum_{\substack{P_{1}, P: \\ P_{0} \subseteq P_{1} \subseteq P}}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{Q})} F^{P_{1}}(\delta x, T) \tau_{P_{1}}^{P}\left(H_{P_{1}}(\delta x)-T\right) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) K_{P}(\delta x, \delta x)
$$

Denote $\tau_{P_{1}}^{P}\left(H_{P_{1}}(\delta x)-T\right) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right)=\tau_{P_{1}}^{P}\left(H_{1}\right) \hat{\tau}_{P}\left(H_{1}\right)$, where $H_{1}=H_{P_{1}}(\delta x)-T \in \mathfrak{a}_{0}$. We claim that

$$
\tau_{P_{1}}^{P}\left(H_{1}\right) \hat{\tau}_{P}\left(H_{1}\right)=\sum_{\substack{P_{2}, Q: \\ P \subseteq P_{2} \subseteq Q}}(-1)^{a_{P_{2}}-a_{Q}} \tau_{P_{1}}^{Q}\left(H_{1}\right) \hat{\tau}_{Q}\left(H_{1}\right) .
$$

To see this we use the binomial theorem

$$
\sum_{F \subseteq S}(-1)^{|F|}= \begin{cases}0 & \text { if } S \neq \emptyset  \tag{5}\\ 1 & \text { if } S=\emptyset\end{cases}
$$

and write the right hand side as

$$
\sum_{Q}\left(\sum_{\substack{P_{2}: \\ P \subseteq P_{2} \subseteq Q}}(-1)^{a_{P_{2}}-a_{Q}}\right) \tau_{P_{1}}^{Q}\left(H_{1}\right) \hat{\tau}_{Q}\left(H_{1}\right) .
$$

The term in the parentheses is 1 precisely when $P=Q$ which gives the left hand side. Thus we have

$$
\tau_{P_{1}}^{P}\left(H_{1}\right) \hat{\tau}_{P}\left(H_{1}\right)=\sum_{P_{2}: P \subseteq P_{2}} \sigma_{P_{1}}^{P_{2}}\left(H_{1}\right),
$$

where

$$
\sigma_{P_{1}}^{P_{2}}\left(H_{1}\right)=\sum_{Q: P_{2} \subseteq Q}(-1)^{a_{P_{2}}-a_{Q}} \tau_{P_{1}}^{Q}\left(H_{1}\right) \hat{\tau}_{Q}\left(H_{1}\right) .
$$

The lemma below characterizes the function $\sigma_{P_{1}}^{P_{2}}$. It is closely related to the combinatorial identities of Langlands and Arthur. Although it doesn't have much content for the group SL(2), seeing the cancellations even in the case of SL(3) is quite illuminating and strongly recommended.

Lemma 5.4. Suppose $P_{1} \subseteq P_{2}$ and $H_{1}=H_{1}^{2}+H_{2}$ under the isomorphism $\mathfrak{a}_{P_{1}}^{G}=\mathfrak{a}_{P_{1}}^{P_{2}} \oplus \mathfrak{a}_{P_{2}}^{G}$. The function $\sigma_{P_{1}}^{P_{2}}$ has the following properties.
(1) $\sigma_{P_{1}}^{P_{2}}\left(H_{1}\right) \in\{0,1\}$.
(2) If $\sigma_{P_{1}}^{P_{2}}\left(H_{1}\right)=1$ then $\tau_{P_{1}}^{P_{2}}\left(H_{1}\right)=1$ and $\left\|H_{2}\right\| \leq c$. $\left\|H_{1}^{2}\right\|$ for $c=c\left(P_{1}, P_{2}\right)>0$.

The statement follows after proving that $\sigma_{P_{1}}^{P_{2}}\left(H_{1}\right)$ is the characteristic function of $H_{1} \in \mathfrak{a}_{1}$ such that
i $\alpha(H)>0 \forall \alpha \in \Delta_{P_{1}}^{P_{2}} \quad\left(\Rightarrow \tau_{P_{1}}^{P_{2}}\left(H_{1}\right)=1\right)$,
ii $\alpha(H) \leq 0 \forall \alpha \in \Delta_{P_{1}} \backslash \Delta_{P_{1}}^{P_{2}}$, and
iii $\varpi(H)>0 \forall \varpi \in \hat{\Delta}_{P_{2}}$.
We can substitute this in the expression for $k^{T}(x)$ to get

$$
\begin{aligned}
k^{T}(x) & =\sum_{P_{1} \subseteq P}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{Q})} F^{P_{1}}(\delta x, T)\left[\sum_{\substack{P_{2}: \\
P \subseteq P_{2}}} \sigma_{P_{1}}^{P_{2}}\left(H_{P_{1}}(\delta x)-T\right)\right] K_{P}(\delta x, \delta x) \\
& =\sum_{P_{1} \subseteq P_{2}} \sum_{\delta \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{Q})}^{P_{1}}(\delta x, T) \sigma_{P_{1}}^{P_{2}}\left(H_{P_{1}}(\delta x)-T\right) k_{P_{1}, P_{2}}(\delta x),
\end{aligned}
$$

where

$$
k_{P_{1}, P_{2}}(x)=\sum_{\substack{P: \\ P_{1} \subseteq P \subseteq P_{2}}}(-1)^{a_{P}-a_{G}} K_{P}(x, x) .
$$

We know that the function

$$
\chi^{T}(x):=F^{P_{1}}(x, T) \sigma_{P_{1}}^{P_{2}}\left(H_{P_{1}}(x)-T\right)
$$

takes values in $\{0,1\}$. Thus,

$$
\left|k^{T}(x)\right| \leq \sum_{P_{1} \subseteq P_{2}} \sum_{\delta \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{Q})} \chi^{T}(\delta x)\left|k_{P_{1}, P_{2}}(\delta x)\right|
$$

Using the Inasawa decomposition we write $x \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{A})^{1}$ as $x=p_{1} a_{1} k$ with $p_{1} \in P_{1}(\mathbf{Q}) \backslash$ $N_{P_{1}}(\mathbf{A}) M_{P_{1}}(\mathbf{A})^{1}, a \in \mathscr{A}_{P_{1}} \cap G(\mathbf{A})^{1}$ and $k \in K$. Assuming $\chi^{T}(x)=1$ means $p_{1}$ takes values in the compact set $\omega$. The integrals over $p_{1}$ and $k$ are thus compactly supported thus can be ignored when we integrate the kernel over $G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}$.

Also, $H_{P_{1}}\left(p_{1} a_{1} k\right)=H_{P_{1}}(a)=: H_{2}+H_{1}^{2} \in \mathfrak{a}_{P_{2}} \oplus \mathfrak{a}_{P_{1}}^{P_{2}}$.
Remark 5.5. Arthur says the integrand is compactly supported in $H_{2} \in \mathfrak{a}_{P_{2}}$ which doesn't seem to be the case. However following the proof of this theorem in [Art78, p. 947], we only need the bound $\left\|H_{2}\right\| \leq c\left\|H_{1}^{2}\right\|$.

By above remark it suffices to study the behavior in $H_{1}^{2}$ for points $H_{1}^{2}$ satisfying $\tau_{P_{1}}^{P_{2}}\left(H_{1}^{2}-T\right)=$ 1. It is here that we exploit the cancellation implicit in the alternating sum over $P$.

Now we start an analysis of $k_{P_{1}, P_{2}}(x)$. First we claim that given $P_{1} \subseteq P \subseteq P_{2}, T \in \mathfrak{a}_{0}$ sufficiently regular and $x \in P_{1}(\mathbf{Q}) \backslash G(\mathbf{A})^{1}$ with $\chi^{T}(x)=1$, the integral

$$
\int_{N_{P}(\mathbf{A})} f\left(x^{-1} \gamma n x\right) \mathrm{d} n=0
$$

whenever $\gamma \in M_{P}(\mathbf{Q}) \backslash\left(P_{1}(\mathbf{Q}) \cap M_{P}(\mathbf{Q})\right)$. We illustrate this for SL(2). The only possibility for $P_{1} \subseteq P \subseteq P_{2}$ is that $P_{1}=P_{0}$ and $P=P_{2}=G$. If the element

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in M_{P}(\mathbf{Q}) \backslash P_{1}(\mathbf{Q})
$$

then $c=0$. Assume $\chi^{T}(x)=1$, i.e., $F_{P_{0}}(x, T) \tau_{P_{0}}^{G}\left(H_{0}(x)-T\right)=1$. In particular, $F^{P_{0}}(x, T)=1$ so writing $x=p_{1} a_{1} k$ with $p_{1} \in \omega$ and $a_{1} \in \mathscr{A}_{P_{0}} \cap G(\mathbf{A})^{1}$, we must have

$$
a_{1}=\left(\begin{array}{ll}
\exp (r) & \\
& \exp (-r)
\end{array}\right) \text { for } r \gg 0 .
$$

Finally, $N_{P}(\mathbf{A})=\{1\}$ so

$$
\int_{N_{P}(\mathbf{A})} f\left(x^{-1} \gamma n x\right) \mathrm{d} x=f\left(x^{-1} \gamma x\right)=f\left(k^{-1} a_{1}^{-1} p_{1}^{-1} \gamma p_{1} a_{1} k\right)
$$

$$
\begin{aligned}
a_{1}^{-1} p_{1}^{-1} \gamma p_{1} a_{1} & =\left(\begin{array}{cc}
\exp (r) & \\
& \exp (-r)
\end{array}\right)\left(\begin{array}{cc}
u_{1} & * \\
0 & u_{1}^{-1}
\end{array}\right)\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
u_{1}^{-1} & * \\
0 & u_{1}
\end{array}\right)\left(\begin{array}{ll}
\exp (-r) & \\
& \exp (r)
\end{array}\right) \\
& =\left(\begin{array}{cc}
* & * \\
u_{1}^{2} \exp (2 r) c & *
\end{array}\right) .
\end{aligned}
$$

If $f$ is compactly supported then the set $K \cdot \operatorname{supp}(f) . K$ is compact. However $\left|u_{1}^{2} \exp (2 r) c\right|=$ $\exp (2 r)$, since $c \in \mathbf{Q}^{*},\left|u_{1}\right|=1$ as $H_{P_{0}}\left(p_{1}\right)=0$. Thus for $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right): c \neq 0$, if $T \in \mathfrak{a}_{0}$ is chosen sufficiently regular then this integral vanishes. This is proven in general in the Duke paper [Art78]. Hence the sum over $\gamma$ in the expression

$$
K_{P}(x, x)=\int_{N_{P}(\mathbf{A})} \sum_{\gamma \in M_{P}(\mathbf{Q})} f\left(x^{-1} \gamma n x\right) \mathrm{d} n,
$$

can be taken over the smaller set $P_{1}(\mathbf{Q}) \cap M(\mathbf{Q})=M_{P_{1}}(\mathbf{Q}) N_{P_{1}}^{P}(\mathbf{Q})$. Thus,

$$
k_{P_{1}, P_{2}}(x)=\sum_{\substack{P ; \\ P_{1} \subseteq P \subseteq P_{2}}}(-1)^{a_{P}-a_{G}} \sum_{\mu \in M_{P_{1}}(\mathbf{Q})} \sum_{v \in N_{P_{1}}^{P}(\mathbf{A})} \int_{N_{P}(\mathbf{A})} f\left(x^{-1} \mu v n x\right) \mathrm{d} n .
$$

We have an isomorphism of algebraic varieties over $\mathbf{Q}$ :

$$
\exp : \mathfrak{n}_{P_{1}}=\mathfrak{n}_{P_{1}}^{P} \oplus \mathfrak{n}_{P} \rightarrow N_{P_{1}}^{P} N_{P}=N_{P_{1}}
$$

which maps the Haar measure on $\mathfrak{n}_{P_{1}}(\mathbf{A})$ to that on $N_{P_{1}}(\mathbf{A})$. Thus $k_{P_{1}, P_{2}}(x)$ equals

$$
\sum_{\mu \in M_{P_{1}}(\mathbf{Q})}\left(\sum_{P}(-1)^{a_{P}-a_{G}} \sum_{\zeta \in \operatorname{n}_{P_{1}}^{P}(\mathbf{Q})} \int_{N_{P}(\mathbf{A})} f\left(x^{-1} \mu \exp (\zeta+X) x\right) \mathrm{d} X\right) .
$$

We are now in a position to apply Poisson summation formula to the discrete co-compact lattice $\mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})$ of $\mathfrak{n}_{P_{1}}^{P}(\mathbf{A})$, which states that if $\Gamma$ is a discrete co-compact subgroup of an abelian group $H$ then

$$
\begin{aligned}
\sum_{\zeta \in \Gamma} f(\zeta) & =\sum_{\xi \in \hat{\Gamma}} \hat{f}(\xi) \\
& =\sum_{\xi \in \hat{\Gamma}} \int_{\tilde{X} \in H} f(\tilde{X}) \psi((\langle\tilde{X}, \xi\rangle) \mathrm{d} \tilde{X},
\end{aligned}
$$

where $\psi$ is a fixed nontrivial additive character of $H$. Thus,
$k_{P_{1}, P_{2}}(x)=\sum_{\mu \in M_{P_{1}}(\mathbf{Q})} \sum_{P}(-1)^{a_{P}-a_{G}} \sum_{\xi \in \in_{P_{1}}^{P}(\mathbf{Q})} \int_{\tilde{X} \in \mathfrak{n}_{P_{1}}^{P}(\mathbf{A})} \int_{X \in \mathfrak{n}_{P}(\mathbf{A})} f\left(x^{-1} \mu \exp (\tilde{X}) \exp (X) x\right) \psi(\langle\xi, \tilde{X}\rangle) d \tilde{X} d X$.

Here we identify the lattice dual to $\mathfrak{n}_{P_{1}}^{P}(\mathbf{Q}) \subseteq \mathfrak{n}_{P_{1}}^{P}(\mathbf{A})$ with itself via usual Euclidean product on $\mathbf{A}_{\mathbf{Q}}^{n}$ where $n=\operatorname{dim}_{\mathbf{Q}}\left(\mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})\right)$. Combining the integrals over $\mathfrak{n}_{P_{1}}^{P}$ and $\mathfrak{n}_{P}$ we get

$$
k_{P_{1}, P_{2}}(x)=\sum_{\mu \in M_{P_{1}}(\mathbf{Q})} \sum_{P}(-1)^{a_{P}-a_{G}} \sum_{\xi \in \mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})} \int_{X_{1} \in \mathfrak{n}_{P_{1}}(\mathbf{A})} f\left(x^{-1} \mu \exp \left(X_{1}\right) x\right) \psi\left(\left\langle\xi, X_{1}\right\rangle\right) d X_{1}
$$

since $\left\langle\xi, X_{1}\right\rangle=\langle\xi, \tilde{X}\rangle$ as $\xi \in \mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})$ and $\tilde{X} \in \mathfrak{n}_{P_{1}}^{P}(\mathbf{A})$. Observe that $\mathfrak{n}_{P_{1}}^{P}(\mathbf{Q}) \subseteq \mathfrak{n}_{P_{1}}^{P_{2}}(\mathbf{Q})$. Fixing $P_{1} \subseteq P_{2}$ as $P$ varies, certain summands over $\xi \in \mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})$ will occur repeatedly. We cancel them using the identity in Equation (5):

$$
\sum_{\Gamma \subseteq \Delta}(-1)^{|\Delta|-|\Gamma|}= \begin{cases}0 & \Delta \neq \emptyset \\ 1 & \Delta=\emptyset\end{cases}
$$

Set

$$
\mathfrak{n}_{P_{1}}^{P_{2}}(\mathbf{Q})^{\prime}=\left\{\xi \in \mathfrak{n}_{P_{1}}^{P_{2}}(\mathbf{Q}): \xi \notin \mathfrak{n}_{P_{1}}^{P}(\mathbf{Q}) \text { for any } P_{1} \subseteq P \subsetneq P_{2}\right\}
$$

Thus,

$$
k_{P_{1}, P_{2}}(x)=(-1)^{a_{P_{2}}-a_{G}} \sum_{\mu \in M_{P_{1}}(\mathbf{Q})} \sum_{\xi \in \mathfrak{n}_{P_{1}}^{P_{2}}(\mathbf{Q})} \int_{N_{P_{1}}(\mathbf{A})} f\left(x^{-1} \mu \exp \left(X_{1}\right) x\right) \psi\left(\left\langle\xi, X_{1}\right\rangle\right) \mathrm{d} X_{1}
$$

This expression is rapidly decreasing in the coordinate $H_{1}^{2}$ of $x$ where $x=p_{1} a_{1} k$ and $H_{P_{1}}\left(a_{1}\right)=$ $H_{2}+H_{1}^{2}$. This is because the function

$$
h_{x, \mu}\left(Y_{1}\right):=\int_{\mathfrak{n}_{P}(\mathbf{A})} f\left(x^{-1} \mu \exp \left(X_{1}\right) x\right) \psi\left(\left\langle Y_{1}, X_{1}\right\rangle\right) \mathrm{d} X_{1}
$$

being the Fourier transform of a compactly supported function in $X_{1}$, is a Schwartz-Bruhat function of $Y_{1} \in \mathfrak{n}_{P_{1}}(\mathbf{A})$. Thus

$$
J^{T}(f)=\int_{G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}}\left|k^{T}(x)\right| \mathrm{d} x
$$

is bounded by a constant multiple of

$$
\sum_{P_{1} \subseteq P_{2}} \sum_{\mu \in M_{P_{1}}(\mathbf{Q})} \sum_{\xi \in \mathfrak{n}_{P_{1}}^{P_{2}}(\mathbf{Q})^{\prime}} \sup _{y} \int\left|h_{y, \mu}\left(\operatorname{Ad}\left(a_{1}\right) \xi\right)\right| \mathrm{d} a_{1}
$$

the integration being over the set

$$
a_{1} \in \mathscr{A}_{P_{1}} \cap G(\mathbf{A})^{1}: \sigma_{P_{1}}^{P_{2}}\left(H_{P_{1}}\left(a_{2}\right)-T\right)=1
$$

and the supremum is over the compact subset
$\left\{y=a_{1}^{-1} p_{1} a_{1} k: p_{1} \in P_{1}(\mathbf{Q}) \backslash M_{P_{1}}(\mathbf{A}) N_{P_{1}}(\mathbf{A}), k \in K, a \in \mathscr{A}_{P_{1}} \cap G(\mathbf{A})^{1}, F^{P_{1}}\left(a_{1}, T\right) \sigma_{P_{1}}^{P_{2}}\left(H_{P_{1}}\left(a_{1}\right)-T\right)=1\right\}$.
Since $\operatorname{Ad}\left(a_{1}\right)$ acts by dilation on $\xi$, this implies the above integral is finite.

## 6. THE GEOMETRIC EXPANSION

Before delving into the geometric expansion, we will review two important properties of the distribution $J^{T}(f)$.
(1) For any $f \in \mathscr{C}_{c}^{\infty}(G(\mathbf{A}))$, the function

$$
T \mapsto J^{T}(f)
$$

defined for $T \in \mathfrak{a}_{0}$ sufficiently regular, is a polynomial in $T$ with degree $\leq a_{0}^{G}:=\operatorname{dim} \mathfrak{a}_{0}^{G}$.
Using this result we define $J(f)$ as $J^{T_{0}}(f)$ where $T_{0} \in \mathfrak{a}_{0}$ is a unique point such that the distribution $J^{T_{0}}(f)$ is independent of the choice of $P_{0} \in \mathscr{P}\left(M_{0}\right)$, the set of minimal parabolic subgroups with Levi $M_{0}$. For SL(2), $T_{0} \in \mathfrak{a}_{0}$ is the origin.
(2) A distribution $I$ on $G(\mathbf{A})$ is called invariant if $I\left(f^{y}\right)=I(f)$ for every $y \in G(\mathbf{A})$ where $f^{y}(x)=f\left(y x y^{-1}\right)$. Arthur defines a map

$$
\mathscr{C}_{c}^{\infty}(G(\mathbf{A})) \rightarrow \mathscr{C}_{c}^{\infty}(M(\mathbf{A}))
$$

given by

$$
f \mapsto f_{Q, y}
$$

for any parabolic subgroup $Q$ containing $M$. We will not define the function $f_{Q, y}$ here (see [Art05, Theorem 9.4]) but remark that this is a natural way to restrict a function on $G$ to $M=M_{Q}$ by integrating over $K$ and $N_{Q}(\mathbf{A})$. Although $J^{T}(f)$ is not invariant, it satisfies

$$
J^{G}\left(f^{y}\right)=\sum_{Q \supseteq P_{0}} J^{M_{Q}}\left(f_{Q, y}\right) .
$$

We now define the coarse conjugacy classes of Arthur. Recall that any element $\gamma \in G(\mathbf{Q})$ has a Jordan decomposition

$$
\gamma=\gamma_{s} \gamma_{u}
$$

Define two elements $\gamma, \gamma^{\prime} \in G(\mathbf{Q})$ to be $\mathcal{O}$-equivalent if $\gamma_{s}$ and $\gamma_{s}^{\prime}$ are conjugate over $G(\mathbf{Q})$. Let $\mathscr{O}=\mathscr{O}^{G}$ denote the set of such equivalence classes which we will denote as coarse-conjugacy or Arthur-conjugacy classes.

Clearly there is a bijection between coarse conjugacy classes and semisimple conjugacy classes in $G(\mathbf{Q})$, namely

$$
o \in \mathscr{O} \mapsto\left[\gamma_{s}: \gamma \in o\right] .
$$

Observe that if $1 \in o$ then $o$ consists of all unipotent elements in $G(\mathbf{Q})$ and is known as the unipotent orbit (or unipotent variety) and denoted as $\mathscr{U}$. A class $\sigma \in \mathscr{O}$ is called anisotropic if it does not intersect $P(\mathbf{Q})$ for any proper parabolic subgroup in $G$ (not necessarily standard).

Lemma 6.1. An element $\gamma \in G(\mathbf{Q})$ represents an anisotropic class if and only if the maximal $\mathbf{Q}$-split torus in the connected component of the centralizer $H$ of $\gamma$ in $G$ is $A_{G}$.

Let us investigate the Arthur-conjugacy classes in SL(2). In the case of GL( $n$ ) they are in bijection with characteristic polynomials so for GL(2), every $o \in \mathscr{O}^{\mathrm{GL}(2)}$ is one of the following types. Let $p$ be the characteristic polynomial of any semisimple element in $o$.
(1) $p$ has a unique root in $\mathbf{Q}^{*}$, say $\gamma=\left(\begin{array}{ll}a & \\ & a\end{array}\right): a \in \mathrm{GL}(1)$,
(2) $p$ factors into distinct roots over $\mathbf{Q}$, say $\gamma=\left(\begin{array}{ll}a & \\ & b\end{array}\right): a, b \in \mathrm{GL}(1)$,
(3) $p$ is irreducible over $\mathbf{Q}$ and splits into distinct roots in a quadratic extension $L$ of $\mathbf{Q}$.

When we look at SL(2) if two classes $\sigma, \sigma^{\prime} \in \mathscr{O}^{S L(2)}$ have different characteristic polynomials then $o \neq o^{\prime}$. On the other hand could it be possible that $\sigma \neq \sigma^{\prime}$ but they have the same characteristic polynomial? Fix a class $o \in \mathscr{O}^{\mathrm{SL}(2)}$ and let $p$ be the associated characteristic polynomial. We have the three possibilities.
(1) Suppose $p$ is irreducible over $\mathbf{Q}$ and factors in a quadratic extension $L$ of $\mathbf{Q}$. Suppose $\gamma_{1}$ and $\gamma_{2}$ are semisimple elements with characteristic polynomial $p$. They are conjugate over $\operatorname{GL}(2, \mathbf{Q})$ say $\gamma_{2}=g \gamma_{1} g^{-1}$. Are they conjugate over $\operatorname{SL}(2, \mathbf{Q})$ ? The following are equivalent.

- There is an $h \in \operatorname{SL}(2, \mathbf{Q})$ such that $\gamma_{2}=h \gamma_{1} h^{-1}$,
- There is a $c \in \operatorname{Cent}_{\mathrm{GL}(2)}\left(\gamma_{1}\right)$ such that $\operatorname{det} c=\operatorname{det} g$.

The relation $c=g h^{-1}$ proves this equivalence. Since $\operatorname{det}(\mathrm{GL}(2, \mathbf{Q}))=\mathbf{Q}^{*}$, we would like to know the image of the map

$$
\operatorname{det}: \operatorname{Cent}_{\mathrm{GL}(2)}\left(\gamma_{1}\right)(\mathbf{Q}) \rightarrow \mathbf{Q}^{*} .
$$

Since $\gamma_{1}$ represents an anisotropic class, this map coincides with the norm map

$$
N_{L / \mathbf{Q}}: L^{*} \rightarrow \mathbf{Q}^{*}
$$

This is not surjective. In fact the index of the image in $\mathbf{Q}^{*}$ is infinite (see [Ste90]). Thus every such $\sigma \in \mathscr{O}^{\mathrm{GL}(2)}$ is a disjoint union of infinitely many classes $\sigma \in \mathscr{O}^{\mathrm{SL}(2)}$. Take one such class $o \in O^{\text {SL(2) }}$ and $\gamma \in o$, say $\gamma=\left(\begin{array}{ll}5 & 3 \\ 3 & 2\end{array}\right)$. The (connected) centralizer of $\gamma$ is an anisotropic torus so consists only of semisimple elements. In our example,

$$
H_{r}=\left\{\left(\begin{array}{cc}
a & b \\
b & a-b
\end{array}\right): a, b \in \mathbf{Q}^{*}, a^{2}-a b-b^{2}=1\right\} .
$$

There is no $\mathbf{Q}$-split torus inside $H_{\gamma}$ so this equals $A_{G}$ and Arthur defines such classes as anisotropic. They are the easiest to deal with, as we will see.
(2) Suppose $p$ has distinct roots $t^{ \pm 1}$ then $\gamma=\left(\begin{array}{cc}t & 0 \\ 0 & t^{-1}\end{array}\right) \in o$. The connected centralizer $H_{\gamma}$ is $M_{0}(\mathbf{Q})$.
(3) If $p$ has a unique root, it must be 1 or -1 so $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right) \in \sigma$ or $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right) \in_{\sigma}$ but not both. Since these are central elements, the connected centralizer in each of these cases is the full group SL( $2, \mathbf{Q}$ ). These elements are the most difficult to define the weighted orbital integrals.
An anisotropic rational datum is an equivalence class of pairs $(P, \alpha)$ where $P \supseteq P_{0}$ and $\alpha$ is an anisotropic conjugacy class in $M_{P}(\mathbf{Q})$, the Levi subgroup of $P$ containing $M_{0}$. The equivalence relation is just conjugacy, i.e., $(P, \alpha) \sim\left(P^{\prime}, \alpha^{\prime}\right)$ if $\alpha=w_{s} \alpha^{\prime} w_{s}^{-1}$ for some $s \in W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P}\right)$.
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There is a bijection between anisotropic rational data $\longleftrightarrow$ semisimple conjugacy classes in $G(\mathbf{Q})$

$$
(P, \alpha) \quad \mapsto \quad\left[\gamma_{s}\right]: \gamma \in \alpha
$$

To see the surjection, take $P$ to be a parabolic subgroup containing $\alpha$ minimally. In the three cases above, the anisotropic rational data are respectively [ $(G, \alpha)]$ where $\alpha$ is the anisotropic conjugacy class in $G(\mathbf{Q}),\left[\left(M_{0},\left(\begin{array}{cc}t & 0 \\ 0 & t^{-1}\end{array}\right)\right)\right]$ and $\left[\left(M_{0},\left(\begin{array}{cc} \pm 1 & 0 \\ 0 & \pm 1\end{array}\right)\right]\right.$.

For general $G$ we can split the sum in the definition of the kernel

$$
K(x, y)=\sum_{\gamma \in G(\mathbf{Q})} f\left(x^{-1} \gamma y\right)
$$

according to Arthur-conjugacy classes and write

$$
K(x, y)=\sum_{\sigma \in \sigma} K_{\sigma}(x, y)
$$

where

$$
K_{\mathscr{O}}(x, y)=\sum_{\gamma \in \mathscr{O}} f\left(x^{-1} \gamma y\right)
$$

More generally we can similarly decompose the kernel $K_{P}$ of the operator $R_{P}$ acting on $L^{2}\left(N_{P}(\mathbf{A}) M_{P}(\mathbf{Q}) \backslash\right.$ $G(\mathbf{A})$ ). Recall that

$$
K_{P}(x, y)=\sum_{\gamma \in M_{P}(\mathbf{Q})} \int_{N_{P}(\mathbf{A})} f\left(x^{-1} \gamma n y\right) \mathrm{d} n
$$

We write $K_{P}(x, y)=\sum_{o \in O} K_{P, o}(x, y)$ where

$$
K_{P, \sigma}(x, y)=\sum_{\gamma \in M_{P}(\mathbf{Q}) \cap \varnothing} \int_{N_{P}(\mathbf{A})} f\left(x^{-1} \gamma n y\right) \mathrm{d} n
$$

Thus, $k^{T}(x)=\sum_{o \in O} k_{\sigma}^{T}(x)$, where

$$
k_{\sigma}^{T}(x)=\sum_{P \supseteq P_{0}}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})} K_{P, o}(\delta x, \delta x) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) .
$$

An important consequence of Theorem 6.1 is that the sum

$$
\begin{equation*}
\sum_{o \in \mathscr{O}} \int_{G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}} k_{\partial}^{T}(x) \mathrm{d} x \tag{6}
\end{equation*}
$$

converges absolutely. Having defined $J_{\sigma}^{T}(f)$ as

$$
J_{\sigma}^{T}(f)=\int_{G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}} k_{\sigma}^{T}(x) \mathrm{d} x
$$

one sees that its behavior as a function of $T$ is the same as that of $J^{T}(f)$. As before we choose the unique point $T_{0}$ which frees us from the choice of the minimal parabolic subgroup $P_{0}$ (but not $M_{0}$ ) and define

$$
J_{\mathscr{O}}(f):=J_{\overparen{O}}^{T_{0}}(f)
$$

The coarse geometric expansion is given by

$$
\begin{equation*}
J(f)=\sum_{\sigma \in O} J_{o}(f) . \tag{7}
\end{equation*}
$$

The proof that the sum in Equation (6) is absolutely convergent is similar to that of Theorem 6.1 except at the point when we applied the Poisson summation to the lattice $\mathfrak{n}_{P_{1}}^{P}(\mathbf{Q})$. We required to sum over elements $v \in N_{P_{1}}^{P}(\mathbf{Q})$ which arose from

$$
P_{1}(\mathbf{Q}) \cap M_{P}(\mathbf{Q})=M_{P_{1}}(\mathbf{Q}) \cdot N_{P_{1}}^{P}(\mathbf{Q}) .
$$

It suffices to show

$$
\begin{equation*}
P_{1}(\mathbf{Q}) \cap M_{P}(\mathbf{Q}) \cap_{o}=\left(M_{P_{1}}(\mathbf{Q}) \cap o\right) N_{P_{1}}^{P}(\mathbf{Q}), \tag{8}
\end{equation*}
$$

because we have the sum over $\gamma \in M_{P}(\mathbf{Q}) \cap_{॰}$ wherein only terms intersecting $P_{1}(\mathbf{Q})$ contribute. We would write this sum over $\gamma \in M_{P}(\mathbf{Q}) \cap \circ \cap P_{1}(\mathbf{Q})$ as $\mu \in M_{P_{1}}(\mathbf{Q}) \cap o$ and $v \in N_{P_{1}}^{P}(\mathbf{Q})$. The claim in Equation (8) follows by applying the lemma below to the pair ( $M_{P}, P_{1} \cap M_{P}$ ) instead of ( $G, P$ ).

Lemma 6.2. Suppose $P \supseteq P_{0}, \gamma \in M_{P}(\mathbf{Q})$ and $\phi \in \mathscr{C}_{c}\left(N_{P}(\mathbf{A})\right)$. Then,

$$
\sum_{\delta \in N_{P}(\mathbf{Q})_{r s} \backslash N_{P}(\mathbf{Q})} \sum_{\eta \in N_{P}(\mathbf{Q})_{r_{s}}} \phi\left(\gamma^{-1} \delta_{1}^{-1} \gamma n \delta\right)=\sum_{v \in N_{P}(\mathbf{Q})} \phi(\nu),
$$

and

$$
\int_{N_{P}(\mathbf{A})_{\gamma_{s}} N_{P}(\mathbf{A})} \int_{N_{P}(\mathbf{A})_{\gamma s}} \phi\left(\gamma^{-1} n_{1}^{-1} \gamma n_{2} n_{1}\right) d n_{2} d n_{1}=\int_{N_{P}(\mathbf{A})} \phi(n) d n .
$$

Assuming this lemma whose proof is "a typical change of variable argument for unipotent groups" and the resulting partition in Equation (8), the convergence follows from Fubini's theorem.

Remark 6.3. The invariance formula for $J(f)$ holds for $J_{o}(f)$ namely,

$$
J_{o}\left(f^{y}\right)=\sum_{Q \supseteq P_{0}} J_{\sigma}^{M_{Q}}\left(f_{Q, y}\right) .
$$

Consider the map $\mathscr{O}^{M_{Q}} \rightarrow \mathscr{O}^{G}$; a class $\sigma \in \mathscr{O}$ does not lie in the image of this map for every $Q \supseteq P_{0}$ if and only if $o$ is anisotropic. If so, $J_{\sigma}\left(f^{y}\right)=J_{o}(f)$ and so $J_{\sigma}(f)$ is an invariant distribution.

For 'generic' classes $\sigma \in \mathscr{O}$, Arthur gives an explicit description of $J_{\sigma}(f)$ in terms of weighted orbital integrals which we now briefly describe. There are two assumptions on $\sigma$.

- The class $\sigma$ consists entirely of semisimple elements.
- It is unramified, i.e., the centralizer $G(\mathbf{Q})_{\gamma}$ is contained in $M_{P}(\mathbf{Q})$ where $(P, \alpha)$ is the anisotropic rational datum attached to $\sigma$.
The first condition is equivalent to having no nontrivial unipotent elements in the centralizer of $\gamma$ for any $\gamma \in{ }_{o}$. This implies that the connected component $H(\mathbf{Q})$ of the centralizer $G(\mathbf{Q})_{\gamma}$ is contained in $M_{P}(\mathbf{Q})$. The second condition is clearly stronger. In the case of SL(2), the class
o corresponding to the irreducible characteristic polynomial satisfies these conditions. To see an example where the first condition holds but not the second, consider the example of

$$
\gamma=\left(\begin{array}{ll}
1 & \\
& -1
\end{array}\right) \in G=\operatorname{PGL}(2) .
$$

In this case, $G(\mathbf{Q})_{\gamma}$ is the product of the minimal torus with a group of order two so $H(\mathbf{Q}) \subseteq$ $M_{P}(\mathbf{Q})$ but $G(\mathbf{Q})_{\gamma} \nsubseteq M_{P}(\mathbf{Q})$. The result of these two assumptions is that if $(P, \alpha)$ and $\left(P^{\prime}, \alpha^{\prime}\right)$ are two representatives of the unramified class $\sigma$, then there is a "unique" element in $W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)$ mapping $\alpha$ to $\alpha^{\prime}$. Arthur analyzes this case and proves for such classes that

$$
\begin{equation*}
J_{o}(f)=\operatorname{Vol}\left(M_{P}(\mathbf{Q})_{\gamma} \backslash M_{P}(\mathbf{A})^{1}\right) \int_{G(\mathbf{A})_{\gamma} \backslash G(\mathbf{A})} f\left(x^{-1} \gamma x\right) v_{P}(x) \mathrm{d} x, \tag{9}
\end{equation*}
$$

where $\gamma$ is any element in the $M_{P}(\mathbf{Q})$-conjugacy class $\alpha$ and $\nu_{P}(x)$ is the volume of the projection onto $\mathfrak{a}_{P}^{G}$ of the convex hull of certain points. Let us investigate this invariant orbital integral for SL(2).

Since ${ }_{\theta}$ is anisotropic, it corresponds to the anisotropic rational datum $[(G, \alpha)]$ where $\alpha$ is an anisotropic conjugacy class and suppose $\gamma \in \alpha$. As we have seen, the centralizer $H_{\gamma}$ (which is connected) is an anisotropic torus over $\mathbf{Q}$ so by the theorem of Borel and Harish-Chandra, the space

$$
M_{P}(\mathbf{Q})_{\gamma} \backslash M_{P}(\mathbf{A})_{\gamma}=G(\mathbf{Q})_{\gamma} \backslash G(\mathbf{A})_{\gamma}=H_{\gamma}(\mathbf{Q}) \backslash H_{\gamma}(\mathbf{A})
$$

is compact. Its volume is the first term above. The map $v_{P}(x)$, which Arthur later denotes by $v_{M}(x)$ is the smooth function corresponding to the ( $G, M$ )-family which we now discuss.

Let $\mathscr{P}(M)$ denote the set of standard parabolic subgroups of $G$ containing $M$. (This is different from the class $\mathscr{P}$ of associated parabolic subgroups of Langlands.) A family

$$
\left\{c_{P}(\lambda): \lambda \in i \mathfrak{a}_{M}^{*}, P \in \mathscr{P}(M)\right\}
$$

is called a $(G, M)$-family if the functions $c_{P}(\lambda)$ and $c_{P^{\prime}}(\lambda)$ agree for $\lambda$ in the common wall between $P$ and $P^{\prime}$ whenever they share such a wall. Given such a $(G, M)$-family, we can naturally assign to it a smooth function as

$$
c_{M}(\lambda)=\sum_{P \in \mathscr{P}(M)} c_{P}(\lambda) \theta_{P}(\lambda)^{-1}
$$

where $\theta_{P}(\lambda)=\operatorname{Vol}\left(\mathfrak{a}_{M}^{G} / \mathbf{Z} \Delta_{P}^{\vee}\right)^{-1}$. $\prod_{\alpha \in \Delta_{P}} \lambda\left(\alpha^{\vee}\right)$. The function $v_{M}(x)$ is the value as $\lambda \rightarrow 0$ of the smooth function

$$
\sum_{P \in \mathscr{P}(M)} v_{P}(\lambda, x) \theta_{P}(\lambda)^{-1}
$$

corresponding to the $(G, M)$-family

$$
\left\{v_{P}(\lambda, x)=\exp \left(-\left\langle\lambda, H_{P}(x)\right\rangle\right)\right\} .
$$

Let us see the pole cancellation by evaluating it for SL(2).

In the case of SL(2), we take $M=M_{0}$ which gives $\mathscr{P}\left(M_{0}\right)=\left\{P_{0}, \bar{P}_{0}=w_{0} P_{0} w_{0}^{-1}\right\}$. The space $\mathfrak{a}_{0}$ is spanned by $\beta_{1}^{\vee}$ and by $\varpi_{1}^{\vee}=\beta_{1} / 2$. Write $\lambda \in \mathfrak{a}_{0}^{*}$ as $\lambda=\lambda_{1} \varpi_{1}$.

$$
\theta_{0}(\lambda)=\operatorname{Vol}\left(\mathfrak{a}_{0} / \mathbf{Z} \beta_{1}^{\vee}\right) \cdot\left\langle\lambda, \beta_{1}^{\vee}\right\rangle=\lambda_{1}
$$

Also, $\theta_{\bar{P}_{0}}(\lambda)=-\lambda_{1}$ as $\Delta_{\bar{P}_{0}}^{\vee}=\left\{-\beta_{1}^{\vee}\right\}$. Write $x \in G(\mathbf{A})$ as $x=n m k$ with $n \in N_{0}(\mathbf{A}), m \in M_{0}(\mathbf{A})$ given by $m=\left(\begin{array}{ll}t & \\ & t^{-1}\end{array}\right)$ and $k \in K$.

$$
v_{0}(\lambda, x)=\exp \left(-\left\langle\lambda, H_{0}(x)\right\rangle\right)=\exp \left(\left\langle-\lambda_{1} \varpi_{1}, H_{0}(m)\right\rangle\right)=\exp \left(-\lambda_{1} \log \left|\varpi_{1}(m)\right|\right)=|t|^{-\lambda_{1}}
$$

Similarly we compute $v_{\bar{P}_{0}}(\lambda, x)=|t|^{\lambda_{1}}$. The wall in $\mathfrak{a}_{0}$ in this case corresponds to $\lambda=0$ in which case these two functions agree. So this is a ( $G, M_{0}$ )-family and

$$
\begin{aligned}
v_{M}(x) & =\lim _{\lambda \rightarrow 0} \frac{v_{0}(\lambda, x)}{\theta_{0}(\lambda)}+\frac{v_{\bar{P}_{0}}(\lambda, x)}{\theta_{\bar{P}_{0}}(\lambda)} \\
& =\lim _{\lambda \rightarrow 0} \frac{|t|^{-\lambda_{1}}-|t|^{\lambda_{1}}}{\lambda_{1}}=-2 \ln |t|
\end{aligned}
$$

In order to express all $\sigma \in \mathscr{O}$, Arthur defines weighted orbital integrals first for umramified coarse conjugacy classes, and then extends that definition to every $o \in \mathscr{O}$. Given $f \in \mathscr{C}_{c}^{\infty}(G(\mathbf{A}))$ there is a finite set $S$ of places containing the Archimedean place such that $f$ is a finite sum of functions whose component in $v \notin S$ is the characteristic function of the maximal compact subgroup $K_{v}$ of $G\left(Q_{v}\right)$. Thus there is no loss in generality in assuming that $f \in \mathscr{C}_{c}^{\infty}\left(G\left(\mathbf{Q}_{S}\right)\right)$. For unramified coarse conjugacy classes (and more generally whenever $G_{\gamma}=M_{\gamma}$ ), Arthur defines the weighted orbital integral as

$$
\begin{equation*}
J_{M}(\gamma, f)=|D(\gamma)|^{\frac{1}{2}} \int_{G_{\gamma}\left(\mathbf{Q}_{S}\right) \backslash G\left(\mathbf{Q}_{S}\right)} f\left(x^{-1} \gamma x\right) v_{M}(x) \mathrm{d} x \tag{10}
\end{equation*}
$$

where $D(\gamma)$ is the generalized Weyl discriminant. Using combinatorial identities associated with products of $(G, M)$-families, Arthur proves an expression for $J_{M}(\gamma, f)$ in terms of finite sums of products of local orbital integrals $J_{M}\left(\gamma_{\nu}, f_{v}\right)$. Thus $J_{M}(\gamma, f)$ is to be regarded as a local object.

The expression for $J_{M}(\gamma, f)$ is not well-defined when $o$ is not anisotropic. The extreme case of this is when $o$ is the unipotent variety containing $\gamma=1$ in SL(2). Here $v_{P}(x)$ is not defined and the integral in Equation (10) does not converge. Arthur explains the solution he implements here as an example with the group GL(2) but the same works for SL(2). Take $a=\left(\begin{array}{cc}t & \\ & t^{-1}\end{array}\right)$ with $t \neq \pm 1$ and calculate $J_{M_{0}}(a \gamma, f)$ where $\gamma=1$. Arthur observes that adding a factor $r_{M_{0}}^{G}(a)=$ $\log \left|t^{2}-t^{-2}\right|$ to $J_{M_{0}}(f)$ gives a locally integrable function around $a=1$. He defines

$$
J_{M_{0}}(f)=\lim _{a \rightarrow 1} J_{M_{0}}(a, f)+r_{M_{0}}^{G}(a) J_{G}(a, f)
$$

In general he shows there exist functions $r_{M}^{L}(\gamma, a)$ for Levi subgroups $L$ containing $M$, denoted as $\mathscr{L}(M)$ such that the limit

$$
J_{M}(\gamma, f):=\lim _{a \rightarrow 1} \sum_{L \in \mathscr{L}(M)} r_{M}^{L}(a) J_{L}(a \gamma, f)
$$

exists and equals the integral of $f$ with respect to a Borel measure on the set $\gamma^{G}$ (see [Art05, p. 103]). Having defined the weighted orbital integrals, Arthur proves the fine geometric expansion as

Theorem 6.4. [Art05, Theorem 19.2] For anyo $\in \mathscr{O}$, there exists a set $S_{O} \supseteq S_{\infty}$ such that if $S \supseteq S_{O}$ and $f \in \mathscr{C}_{c}^{\infty}\left(G\left(F_{S}\right)^{1}\right)$ then

$$
\left.J_{o}(f)=\sum_{M \in \mathscr{L}} \frac{\left|W_{0}^{M}\right|}{\left|W_{0}^{G}\right|} \sum_{\gamma \in(M(\mathbf{Q}) \cap}\right)_{M, S} .
$$

We will explain these terms for $\operatorname{SL}(2)$. The sum over $(M, S)$-equivalence classes above is finite. The general definition of $(G, S)$-equivalence is somewhat involved but two elements $\gamma_{1}$ and $\gamma_{2}$ in the unipotent variety $\mathscr{U}$ are $(G, S)$-equivalent if they are $G\left(F_{S}\right)$-conjugate. Typically there are infinitely many $G(\mathbf{Q})$-conjugacy classes in $\mathscr{U}$ but only finitely many $(G, S)$-equivalent classes. Two elements

$$
\gamma_{1}=\left(\begin{array}{cc}
1 & c_{1} \\
0 & 1
\end{array}\right) \text { and } \gamma_{2}=\left(\begin{array}{cc}
1 & c_{2} \\
0 & 1
\end{array}\right)
$$

with $c_{1}, c_{2} \in \mathbf{Q}^{*}$ are $G(\mathbf{Q})$-conjugate if and only if $c_{1} c_{2}^{-1} \in \mathbf{Q}^{* 2}$. Note that $\left[\mathbf{Q}^{*}: \mathbf{Q}^{* 2}\right]$ is infinite but for any place $v$ finite or infinite, $\left[\mathbf{Q}_{v}^{*}: \mathbf{Q}_{v}^{* 2}\right]$ is finite.

We will end this section by observing that when o is unramified, we recover the invariant orbital integral in Equation (9). For in this case there is only one element in the $(M, S)$ equivalence class $\left(M(\mathbf{Q}) \cap{ }_{o}\right)_{M, S}=\left(G(\mathbf{Q}) \cap{ }_{o}\right)_{G, S}=o_{G, S}$ (see [Art05, p. 113] for the general definition of $(G, S)$-equivalence.) It is easy to see that the expression for the global coefficient $a^{G}(S, \gamma)$ reduces to $\operatorname{Vol}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)$.

## 7. THE SPECTRAL EXPANSION

In this section we discuss the spectral equivalent of Equation (7). Unlike the co-compact case of the action of $H$ on $L^{2}(\Gamma \backslash H)$ of Section 2, the representation $R_{G}$ of $G(\mathbf{A})$ on $L^{2}(G(\mathbf{Q}) \backslash$ $G(\mathbf{A})$ ) does not decompose discretely. It is a direct sum of the discrete spectrum which consists of the cuspidal spectrum, and the continuous spectrum which is described by Langlands' theory of Eisenstein series. An excellent reference is the book of Mœglin and Waldspurger [MW95], who refer to their book as Une Paraphrase de l'Écriture, a Paraphrase of the Scriptures.

Since $G(\mathbf{A})$ is the direct product of $G(\mathbf{A})^{1}$ and $\mathscr{A}_{G}=A_{G}(\mathbf{R})^{\circ}$, given $\lambda \in \mathfrak{a}_{G, \mathbf{C}}^{*}$ we can get a representation of $G(\mathbf{A})$ on $L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$ by

$$
R_{G, \operatorname{disc}, \lambda}(x)=R_{G, \operatorname{disc}}(x) \exp \left(\left\langle\lambda, H_{G}(x)\right\rangle\right), \quad x \in G(\mathbf{A})
$$

Here, $R_{G, \text { disc }}$ is the representation of $G(\mathbf{A})^{1}$ to the subspace of $L_{\text {disc }}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)$ which decomposes discretely. It is unitary if and only if $\lambda \in i \mathfrak{a}_{G}^{*}$. Suppose $P$ is a standard parabolic subgroup of $G$ and $\lambda \in \mathfrak{a}_{P, \mathbf{C}}^{*}$. We write

$$
y \mapsto \mathscr{I}_{P}(\lambda, y)
$$

for the induced representation

$$
\operatorname{Ind}_{P(\mathbf{A})}^{G(\mathbf{A})}\left(R_{M_{P}, \mathrm{disc}, \lambda} \otimes \mathbf{1}_{N(\mathbf{A})}\right)
$$

The space for this representation is the space $\mathscr{H}_{P}$ of measurable functions

$$
\phi: N_{P}(\mathbf{A}) M_{P}(\mathbf{Q}) \mathscr{A}_{P} \backslash G(\mathbf{A}) \rightarrow \mathbf{C}
$$

such that

$$
\|\phi\|^{2}=\int_{K} \int_{M_{P}(\mathbf{Q}) \backslash M_{P}(\mathbf{A})}|\phi(m k)|^{2} \mathrm{~d} m \mathrm{~d} k<\infty
$$

and such that the function

$$
\phi_{x}: m \mapsto \phi(m x) \quad m \in M_{P}(\mathbf{Q}) \backslash M_{P}(\mathbf{A})^{1}
$$

belongs to $L_{\text {disc }}^{2}\left(M_{P}(\mathbf{Q}) \backslash M_{P}(\mathbf{A})^{1}\right)$. For any $y \in G(\mathbf{A}), \mathscr{I}_{P}(\lambda, y)$ maps the function $\phi \in \mathscr{H}_{P}$ to the function

$$
\left(\mathscr{I}_{P}(\lambda, y) \phi\right)(x)=\phi(x y) \exp \left(\left\langle\lambda+\rho_{P}, H_{P}(x y)\right\rangle\right) \exp \left(\left\langle-\left(\lambda+\rho_{P}\right), H_{P}(x)\right\rangle\right)
$$

Indeed, $\mathscr{I}_{P}(\lambda, y)$ is the representation induced from the (twisted) right regular representation on $M$ and the exponential factors are to ensure we land up in the right space after twisting. The operator $\mathscr{I}_{P}(\lambda, f)$ is defined in the usual manner. Let us investigate the space $\mathscr{H}_{P}$ for $P \in \mathscr{P}$ in SL(2).

- If $\varphi \in \mathscr{H}_{G}$ then $\varphi \in L_{\text {disc }}^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$.
- If $P=P_{0}$ then

$$
\begin{aligned}
M_{0}(\mathbf{Q}) \backslash M_{0}(\mathbf{A})^{1} & =\left\{\left(\begin{array}{ll}
t & \\
& t^{-1}
\end{array}\right): t \in \mathbf{Q}^{*} \backslash \mathbf{I},|t|=1\right\} \\
& =\mathbf{Q}^{*} \backslash \mathbf{I}^{1}
\end{aligned}
$$

Since this group is compact its spectrum is discrete. Moreover using the Iwasawa decomposition $G(\mathbf{A})=P_{0}(\mathbf{A}) K$, we have

$$
N_{0}(\mathbf{A}) M_{0}(\mathbf{Q}) \mathscr{A}_{0} \backslash G(\mathbf{A}) \simeq M_{0}(\mathbf{Q}) \backslash M_{0}(\mathbf{A})^{1} \times K \simeq \mathbf{Q}^{*} \backslash \mathbf{I}^{1} \times \mathrm{SO}(2)
$$

So if $\varphi \in \mathscr{H}_{P_{0}}=\mathscr{H}_{0}$ then $\varphi$ can be considered as a square-integrable function on the compact set $\mathbf{Q}^{*} \backslash \mathbf{I}^{*} \times \mathrm{SO}(2)$.
Denote by $\mathscr{H}_{P}^{\circ}$ the subspace of $K$-finite vectors in $\mathscr{H}_{P}$. For two standard parabolic subgroups $P, P^{\prime}$, define the Weyl set $W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)$ of Langlands as the set of $\mathbf{R}$-linear isomorphisms from $\mathfrak{a}_{P}$ to $\mathfrak{a}_{P^{\prime}}$ obtained by restricting the elements of the Weyl group $W=W^{G}$ of $G$ to $\mathfrak{a}_{P} \subseteq \mathfrak{a}_{0}$. We say that $P$ and $P^{\prime}$ are associated if this set is non-empty and denote an equivalence class with respect to this relation as $\mathscr{P}$. In the case of SL(2) where there are two standard parabolic subgroups, namely $P_{0}, G$, it is easy to see that $W\left(\mathfrak{a}_{0}, \mathfrak{a}_{G}\right), W\left(\mathfrak{a}_{G}, \mathfrak{a}_{G}\right)$ and $W\left(\mathfrak{a}_{0}, \mathfrak{a}_{0}\right)$ have respectively 0,1 and 2 elements. Thus there are two associated classes of parabolic subgroups,
namely $\mathscr{P}=\left[P_{0}\right],[G]$. We strongly recommend working out the explicit associated classes in the case of GL $(n)$ where standard parabolic subgroups are given by partitions of $n$.

The spectral decomposition of Langlands gives an orthogonal direct sum decomposition

$$
L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A})) \simeq \bigoplus_{\mathscr{P}} L_{\mathscr{P}}^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A})) .
$$

The term corresponding to $\mathscr{P}=[G]$ is the discrete spectrum. In the case of SL(2), the spectral decomposition is

$$
L^{2}(\mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}))=L_{[G]}^{2}(\mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A})) \oplus L_{\left[P_{0}\right]}^{2}(\mathrm{SL}(2, \mathbf{Q}) \backslash \mathrm{SL}(2, \mathbf{A}))
$$

and the term corresponding to $\mathscr{P}=\left[P_{0}\right]$ is the continuous spectrum. We remark here that the multiplicity of any cusp form of SL(2) in the discrete spectrum is one by the result of Ramakrishnan [Ram00].

For $x \in G(\mathbf{A}), \phi \in \mathscr{H}_{P}$ and $\lambda \in \mathfrak{a}_{M, \mathbf{C}}^{*}$ the Eisenstein series is defined as

$$
E(x, \phi, \lambda)=\sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})} \phi(\delta x) \exp \left(\left\langle\lambda+\rho_{P}, H_{P}(\delta x)\right\rangle\right) .
$$

Arthur describes the statement of the spectral decomposition in greater details in [Art05, Theorem 7.2] from which it follows that the kernel

$$
K(x, y)=\sum_{\gamma \in G(\mathbf{Q})} f\left(x^{-1} \gamma y\right), \quad f \in \mathscr{C}_{c}^{\infty}(G(\mathbf{Q}) \backslash G(\mathbf{A})),
$$

of the operator $R(f)$ has a formal expansion

$$
\sum_{P} n_{P}^{-1} \int_{i \mathrm{a}_{P}^{*}} \sum_{\phi \in \mathscr{B}_{P}} E\left(x, \mathscr{I}_{P}(\lambda, f) \phi, \lambda\right) \overline{E(y, \phi, \lambda)} \mathrm{d} y
$$

in terms of Eisenstein series. Here,

$$
n_{P}=\sum_{P^{\prime} \in \mathscr{P}=[P]}\left|W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)\right|
$$

and $\mathscr{B}_{P}$ is a basis of $\mathscr{H}_{P}$ which is assumed to lie inside the dense subspace $\mathscr{H}_{P}^{\circ}$ of $K$-finite vectors.

In addition, for every standard parabolic subgroup $Q$ we have an analogous expansion for the kernel

$$
K_{Q}(x, y)=\int_{N_{Q}(\mathbf{A})} \sum_{\gamma \in M_{Q}(\mathbf{Q})} f\left(x^{-1} \gamma n y\right) \mathrm{d} n
$$

of the operator $R_{Q}(f)$. Namely, we replace $n_{P}$ with $n_{P}^{Q}=n_{M_{Q} \cap P}$ and $E(x, \phi, \lambda)$ with

$$
E_{P}^{G}(x, \phi, \lambda)=\sum_{\delta \in P(\mathbf{Q}) \backslash Q(\mathbf{Q})} \phi(\delta x) \exp \left(\left\langle\lambda+\rho_{P}, H_{P}(\delta x)\right\rangle\right) .
$$

We have,

$$
K_{Q}(x, y)=\sum_{P \subseteq Q}\left(n_{P}^{Q}\right)^{-1} \int_{i \mathbf{a}_{P}^{*}} \sum_{\phi \in \mathscr{B}_{P}} E_{P}^{Q}\left(x, \mathscr{I}_{P}(\lambda, f) \phi, \lambda\right) \overline{E_{P}^{Q}(y, \phi, \lambda)} \mathrm{d} y .
$$

The expression we obtain by substituting $K_{Q}(x, y)$ above in the truncated kernel, Equation (2) is the starting point of the coarse spectral expansion.

A function $\phi \in L^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)$ is called cuspidal if

$$
\int_{N_{P}(\mathbf{A})} \phi(n x) \mathrm{d} n=0
$$

for every proper parabolic subgroup in $G$ and almost every $x \in G(\mathbf{A})^{1}$. The space of cuspidal functions is a closed $R_{G}$-invariant subspace of $L^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)$. Moreover we have

Theorem 7.1 (Gelfand-Piatetski-Shapiro).

$$
L_{\text {cusp }}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right) \subseteq L_{\text {disc }}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right),
$$

and moreover the multiplicity of each irreducible representation is finite.
Thus we get an orthogonal decomposition

$$
L_{\text {cusp }}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)=\bigoplus_{\sigma} L_{\text {cusp }, \sigma}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)
$$

where $\sigma$ ranges over irreducible unitary representations of $G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}$ and $L_{\text {cusp }, \sigma}^{2}(G(\mathbf{Q}) \backslash$ $\left.G(\mathbf{A})^{1}\right)$ is the $\sigma$-isotypic component, i.e., a direct sum of finitely many isomorphic copies of $\sigma$.

We define a cuspidal automorphic datum to be an equivalence class of pairs $(P, \sigma)$ where $P$ is a standard parabolic subgroup of $G$ and $\sigma$ is an irreducible unitary representation of $M_{P}(\mathbf{A})^{1}$ such that the space $L_{\text {cusp, } \sigma}^{2}\left(G(\mathbf{Q}) \backslash G(\mathbf{A})^{1}\right)$ is nonzero. We say $(P, \sigma)$ and $\left(P^{\prime}, \sigma^{\prime}\right)$ are equivalent if there is an $s \in W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)$ (with representative $w_{s}$ ) such that the representation

$$
s^{-1} \sigma^{\prime}: m \mapsto \sigma^{\prime}\left(w_{s} m w_{s}^{-1}\right), \quad m \in M_{P}(\mathbf{A})^{1}
$$

is equivalent to $\sigma$. We write $\mathscr{X}=\mathscr{X}^{G}$ for the set of cuspidal automorphic data $\chi=[(P, \sigma)]$. As we have seen earlier, there are two standard parabolic subgroups of SL(2) namely $P_{0}$ and SL(2). When $P=P_{0}$, the representation $\sigma$ is a cuspidal automorphic representation of

$$
M_{0}(\mathbf{A})^{1} \simeq\left\{\left(\begin{array}{ll}
t & \\
& t^{-1}
\end{array}\right): t \in \mathbf{I}_{\mathbf{Q}}^{1}\right\}
$$

so $\sigma$ corresponds to a character of $M_{0}(\mathbf{A})^{1} \simeq \mathbf{I}^{1}$ trivial on $\mathbf{Q}^{*}$. By the Peter-Weyl theorem, any Hecke character occurs exactly once in $L^{2}\left(M_{0}(\mathbf{Q}) \backslash M_{0}(\mathbf{A})\right)$. Suppose $\left(P_{0}, \sigma\right) \sim\left(P_{1}, \sigma_{1}\right)$ where $P_{1}$ is either $P_{0}$ or $\bar{P}_{0}$. Since $M_{0}$ is commutative so $\sigma=\sigma_{1}$. On the other hand if $P=G$ then $\sigma$ is a cuspidal automorphic representation of $\operatorname{SL}(2, \mathbf{A})$.

If $s \in W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)$ we define the intertwining operator

$$
M(s, \lambda): \mathscr{H}_{P} \rightarrow \mathscr{H}_{P^{\prime}}
$$

by

$$
(M(s, \lambda) \phi)(x)=\int \phi\left(w_{x}^{-1} n x\right) \exp \left(\left\langle\lambda+\rho_{P}, H_{P}\left(w_{s}^{-1} n x\right)\right\rangle\right) \exp \left(\left\langle-s \lambda+\rho_{P^{\prime}}, H_{P^{\prime}}(x)\right\rangle\right) \mathrm{d} n
$$

As the name suggests, it intertwines $\mathscr{I}_{P}(\lambda)$ with $\mathscr{I}_{P^{\prime}}(s \lambda)$ as

Moreover,

$$
E\left(x, \mathscr{I}_{P}(\lambda, y) \phi, \lambda\right)=E(x y, \phi, \lambda)
$$

These are the most important properties of Eisenstein series and intertwining operators. Formally they are easy to prove but to prove they converge and define meromorphic functions is very difficult.

Now we will define the decomposition

$$
L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A})) \bigoplus_{\mathscr{P}} L_{\mathscr{P} \text {-cusp }}^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))
$$

which will lead us to the coarse spectral decomposition. Let $\mathscr{H}_{P, \text { cusp }}$ be the subspace of vectors $\phi \in \mathscr{H}_{P}$ such that for almost every $x \in G(\mathbf{A})$, the function

$$
\phi_{x}: m \mapsto \phi(m x), \quad m \in M(\mathbf{A})
$$

is in $L_{\text {cusp }}^{2}\left(M(\mathbf{Q}) \backslash M(\mathbf{A})^{1}\right)$. Then clearly,

$$
\mathscr{H}_{P, \text { cusp }}=\bigoplus_{\sigma} \mathscr{H}_{P, \text { cusp }, \sigma}
$$

where $\mathscr{H}_{P, \text { cusp, } \sigma}$ consists of functions in $\mathscr{H}_{P, \text { cusp }}$ which transform according to $\sigma$. Suppose $\Psi(\lambda)$ is an entire function of $\lambda \in \mathfrak{a}_{P, \mathbf{C}}^{*}$ of Paley-Wiener type, with values in a finite dimensional subspace of functions

$$
\{x \mapsto \Psi(\lambda, x)\} \subseteq \mathscr{H}_{P, \text { cusp }, \sigma}^{\circ}
$$

(Here, $\mathscr{H}_{P, \text { cusp, } \sigma}^{\circ}$ is the intersection of $\mathscr{H}_{P, \text { cusp, } \sigma}$ with $\mathscr{H}_{P}^{\circ}$.) Then, $\Psi(\lambda, x)$ is the Fourier transform in $\lambda$ of a smooth compactly supported function on $\mathfrak{a}_{P}$, i.e., the function

$$
\psi(x)=\int_{\Lambda+i \mathfrak{a}_{P}^{*}} \Psi(\lambda, x) \exp \left(\left\langle\lambda+\rho_{P}, H_{P}(x)\right\rangle\right) \mathrm{d} \lambda
$$

of $x$ is compactly supported in $H_{P}(x) \in \mathfrak{a}_{P}$.
Lemma 7.2 (Langlands). The function

$$
(E \psi)(x):=\sum_{\delta \in P(\mathbf{Q}) \backslash G(\mathbf{Q})} \psi(\delta x)
$$

is in $L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$. Moreover if $\Psi^{\prime}\left(\lambda^{\prime}, x\right)$ is another such function attached to a pair $\left(P^{\prime}, \sigma^{\prime}\right)$ then the inner product formula

$$
\left(E \psi, E \psi^{\prime}\right)=\int_{\Lambda+i \mathfrak{a}_{P}^{*}} \sum_{s \in W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P^{\prime}}\right)}\left(M(s, \lambda) \Psi(\lambda), \Psi^{\prime}(-s \bar{\lambda})\right) d \lambda
$$

holds for any point $\Lambda \in \mathfrak{a}_{P}^{*}$ such that $\Lambda-\rho_{P}$ is in the positive Weyl chamber in $\mathfrak{a}_{P}^{*}$.

Langlands also proves an explicit formula for the inner product of Eisenstein series. This gives an orthogonal decomposition (see [Art05, p. 65])

$$
\begin{equation*}
L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))=\bigoplus_{\chi \in \mathscr{X}} L_{\chi}^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A})) \tag{11}
\end{equation*}
$$

from which Arthur develops the coarse spectral expansion. Here $L_{\chi}^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$ is the closed $G(\mathbf{A})$-invariant subspace of $L^{2}(G(\mathbf{Q}) \backslash G(\mathbf{A}))$ generated by the functions $E \psi$ attached to $(P, \sigma)$. To develop the fine expansion, he extends this inner product to truncated Eisenstein series. This is quite technical and is discussed in Sections 20, 21.

For a standard parabolic subgroup $P$, the correspondence

$$
\left(P_{1} \cap M_{P}, \sigma_{1}\right) \mapsto\left(P_{1}, \sigma_{1}\right) \quad P_{1} \subseteq P,\left[\left(P_{1} \cap M_{P}, \sigma_{1}\right)\right] \in \mathscr{X}^{M_{P}}
$$

yields a mapping from $\mathscr{X}^{M_{P}}$ to $\mathscr{X}=\mathscr{X}^{G}$ which gives an orthogonal decomposition

$$
\mathscr{H}_{P}=\bigoplus_{\chi \in \mathscr{X}} \mathscr{H}_{P, \chi} .
$$

Arthur claims the basis $\mathscr{B}_{P}$ of $\mathscr{H}_{P}$ assumed to lie in the dense subspace $\mathscr{H}_{P}^{0}$ respects the above decomposition in Equation (11), i.e., $\mathscr{B}_{P}=\coprod_{\chi \in \mathscr{X}} \mathscr{B}_{P, \chi}$. For any $\chi \in \mathscr{X}$ we set

$$
K_{\chi}(x, y)=\sum_{P} n_{P}^{-1} \int_{i a_{P}^{*}} \sum_{\phi \in \mathscr{B}_{P, \chi}} E\left(x, \mathscr{I}_{P, \chi}(\lambda, f) \phi, \lambda\right) \overline{E(y, \phi, \lambda)} \mathrm{d} \lambda .
$$

Then,

$$
K(x, y)=\sum_{\chi \in \mathscr{X}} K_{\chi}(x, y) .
$$

We repeat the procedure replacing $G$ with any standard parabolic subgroup and get the decomposition

$$
K_{P}(x, y)=\sum_{\chi \in \mathscr{X}} K_{P, \chi}(x, y) .
$$

This gives the decomposition

$$
\begin{aligned}
k^{T}(x) & =\sum_{\chi \in \mathscr{X}} k_{\chi}^{T}(x) \\
& =\sum_{P}(-1)^{a_{P}-a_{G}} \sum_{\delta \in P(\mathbf{Q} \backslash \backslash(\mathbf{Q})} K_{P, \chi}(\delta x, \delta x) \hat{\tau}_{P}\left(H_{P}(\delta x)-T\right) .
\end{aligned}
$$

To prove the convergence of

$$
\int_{G\left(\mathbf{Q} \backslash \backslash(\mathbf{A})^{1}\right.} \sum_{\chi \in \mathscr{X}}\left|k_{\chi}^{T}\right|(x) \mathrm{d} x
$$

is quite nontrivial and Arthur uses the truncation operator here. We won't go into the details but refer to Section 13 in the Clay notes.

Similar to the geometric side, Arthur gives a more explicit formula for 'generic' classes. He defines a class $\chi \in \mathscr{X}$ to be unramified if for any pair $(P, \sigma) \in \chi$, the stabilizer of $\sigma$ in $W\left(\mathfrak{a}_{P}, \mathfrak{a}_{P}\right)$ is $\{1\}$. In the case of $\operatorname{SL}(2)$, the classes $[(G, \sigma)]$ are unramified whenever $\sigma$ is a non-selfdual
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cuspidal automorphic representation of SL(2). As we have remarked earlier, if $\left(P_{0}, \sigma\right) \sim\left(P_{1}, \sigma_{1}\right)$ where $P_{1}$ is either $P_{0}$ or $\bar{P}_{0}$ then $\sigma=\sigma_{1}$. Thus the classes $\left[\left(P_{0}, \sigma\right)\right]$ are not unramified. For $J_{\chi}(f)$ where $\chi=[(P, \pi)]$ is an unramified classes, Arthur gives an explicit expression

$$
J_{\chi}(f)=m_{\text {cusp }}(\pi) \int_{i \mathrm{a}_{P}^{*}} \operatorname{trace}\left(\mathfrak{M}_{P}\left(\pi_{\lambda}\right) \mathscr{I}_{P}\left(\pi_{\lambda}, f\right)\right) \mathrm{d} \lambda .
$$

Here $m_{\text {cusp }}(\pi)$ is the multiplicity of $\pi$ in the representation $R_{M_{P}, \text { cusp }}$. The operator $\mathfrak{M}_{P}\left(\pi_{\lambda}\right)$, which is a smooth function in $\lambda \in i \mathfrak{a}_{P}^{*}$ corresponding to a $(G, M)$-family of intertwining operators. It is given as a limit

$$
\mathfrak{M}_{P}\left(\pi_{\lambda}\right)=\lim _{\zeta \rightarrow 0} \sum_{Q \in \mathscr{P}(M)} \sum_{s \in W\left(\mathfrak{a}_{P}, \mathfrak{a}_{Q}\right)} \theta_{Q}(s \lambda)^{-1} M\left(\tilde{w}_{s}, \pi_{\lambda}\right)^{-1} M\left(\tilde{w}_{s}, \pi_{\lambda+\zeta}\right)
$$

where $\tilde{w}_{s}$ is a representative of $s$ in the maximal compact subgroup $K$.
The fine spectral expansion is quite technical. It makes use, among other things, of truncated Eisenstein series, a combinatorial analysis of various ( $G, M$ )-families and the existence of normalizing factors which normalize the intertwining operators. The expression for the fine spectral expansion is given as a sum over Levi subgroups $M \subseteq L, t \geq 0, s \in W^{L}(M)_{\text {reg }}$ of

$$
\frac{\left|W_{0}^{M}\right|}{\left|W_{0}^{G}\right|}\left|\operatorname{det}\left(s-\left.1\right|_{\mathfrak{a}_{M}^{G}}\right)\right|^{-1} \int_{i \mathfrak{a}_{L}^{*} / a_{G}^{*}} \operatorname{trace}\left(\mathfrak{M}_{L}(P, \lambda) M_{P}(s, 0) \mathscr{\mathscr { L }}_{P, t}(\lambda, f)\right) \mathrm{d} \lambda .
$$

Let us understand the terms involved. The set $W^{L}(M)_{\text {reg }}$ consists of elements $s \in W^{L}(M)=$ $W^{L}\left(\mathfrak{a}_{M}, \mathfrak{a}_{M}\right)$ which satisfy $\operatorname{det}\left(s-\left.1\right|_{\mathfrak{a}_{M}^{G}}\right) \neq 0$. The operator $\mathfrak{M}_{L}(P, \lambda)$ is the smooth function in $\lambda \in i \mathfrak{a}_{L}^{*}$ corresponding to the ( $G, L$ )-family

$$
\left\{\mathfrak{M}_{Q}(\Lambda, \lambda, P):=M_{Q \mid P}(\lambda)^{-1} M_{Q \mid P}(\lambda+\Lambda): Q \in \mathscr{P}(L), \Lambda \in i \mathfrak{a}_{L}^{*}\right\}
$$

of intertwining operators. If $\lambda \in i \mathfrak{a}_{L}^{*}$ and $s \in W^{L}(M)$ then $M_{P}(s, \lambda)=M_{P \mid P}(s, \lambda)$ is independent of $\lambda$, since $i \mathfrak{a}_{L}^{*}$ is fixed by $s$. Arthur denotes this by $M_{P}(s, 0)$. Finally $\mathscr{I}_{P, t}(\lambda, f)$ is the restriction of the operator $\mathscr{I}_{P}(\lambda, f)$ on $\mathscr{H}_{P}$ to the invariant subspace

$$
\mathscr{H}_{P, t}=\bigoplus_{\left\|\operatorname{Im} v_{\pi}\right\|=t} \mathscr{H}_{P, \chi, \pi} .
$$

We have a decomposition of $\mathscr{H}_{P, \chi}$ as

$$
H_{P, \chi}=\bigoplus_{\pi} \mathscr{H}_{P, \chi, \pi}
$$

where $\pi$ ranges over the set $\Pi_{\text {unit }}\left(M_{P}(\mathbf{A})^{1}\right)$ and $\mathscr{H}_{P, \chi, \pi}=\mathscr{H}_{P, \chi} \cap \mathscr{H}_{P, \pi}$. When Arthur developed the fine geometric expansion, it was not known whether the spectral side is absolutely convergent so Arthur had to consider the sum over those $\pi$ such that the norm of the imaginary part of its infinitesimal character $v_{\pi}$ equals a fixed $t>0$. However due to the work of [FLM11], we now know the expression for $J(f)$ converges absolutely but to be consistent with Arthur's notation we still include the sum over $t \geq 0$.

Consider the above double sum $M \subseteq L$ of Levi subgroups for $G=$ SL(2). When $L=M_{0}$ we have that $M=M_{0}$ and $W^{L}(M)=\{1\}$ as the identity map on $\mathfrak{a}_{0}$. However this element is not
regular so there is no sum over $L=M_{0}$. When $L=G$ the integral vanishes and Arthur defines this to be the discrete part of the trace formula. For SL(2) this is given by

$$
I_{t, \text { disc }}(f)=\sum_{M \in \mathscr{L}} \frac{\left|W_{0}^{M}\right|}{\left|W_{0}^{G}\right|} \sum_{s \in W(M)_{\text {reg }}}\left|\operatorname{det}\left(s-\left.1\right|_{\mathfrak{a}_{M}^{G}}\right)\right|^{-1} \operatorname{trace}\left(M_{P}(s, 0) \mathscr{I}_{P, t}(0, f)\right) .
$$

When $M=G$ this is a sum over trace $\pi(f)$ as $\pi$ varies over cuspidal automorphic representations with $\left\|\operatorname{Im} v_{\pi}\right\|=t$.

## 8. The invariant trace formula

To be updated shortly.

## 9. Absolute convergence and relation with ‘Beyond Endoscopy’

Suppose $G=$ SL(2) and

$$
r: \mathrm{SL}(2, \mathrm{C}) \rightarrow \mathrm{GL}(V)
$$

is a representation of ${ }^{L} G$. Then for every finite prime $p$ there exists a unique function $\varphi_{p, r, s}$ defined on $\operatorname{SL}\left(2, \mathbf{Q}_{p}\right)$ which is bi-invariant under $\operatorname{SL}\left(2, \mathbf{Z}_{p}\right)$ and which satisfies

$$
\operatorname{trace} \pi_{p}\left(\varphi_{p, r, s}\right)=L_{p}\left(s, \pi_{p}, r\right)
$$

for $\operatorname{Re}(s) \gg 0$ and for every irreducible admissible representation $\pi_{p}$ of $\mathrm{GL}\left(2, \mathbf{Q}_{p}\right)$. This is an application of the Satake isomorphism (see [Ngôl4]). At the archimedean place let $\varphi_{\infty}$ be a smooth function on $\operatorname{SL}(2, \mathbf{R})$ which belongs, along with its derivatives in $L^{1}(\operatorname{SL}(2, \mathbf{R}))$. We form the test function

$$
\varphi_{r, s}(g)=\varphi_{\infty}\left(g_{\infty}\right) \prod_{p} \varphi_{p, r, s}\left(g_{p}\right)
$$

for the Arthur-Selberg trace formula. This function is not of compact support. The contribution of any discrete automorphic representation of any $\pi=\otimes_{\nu} \pi_{\nu}$ to the spectral side of the trace formula would be nonzero if and only if $\pi$ is unramified outside $\infty$ and in this case equal to $L^{\infty}\left(s, \pi^{\infty}, r\right)$.

Although this function $\varphi_{r, s}$ is not compactly supported, the trace formula has been extended to this wider class of test functions in the work of [FL16, FLM11]. A corresponding extension to the twisted trace formula is the work of the author [Par17].
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